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ADS-based Array Design for 2D and 3D Ultrasound I maging

G. Oliveri and A. Massa

Abstract

This paper describes a class of non-overlapping layoutsthas Almost Difference Sets for
ultrasound applications. Thanks to the mathematical ptigseof ADSSs, such arrays pro-
vide good radiation properties with far-field peak sidelddeels belonging to aa-priori
predictable set of analytically-derived bounds. An extemsumerical analysis, including
near-field simulations, is provided to assess the relighdlnd the features of the proposed

design methodology for both linear and planar arrays.

Key words. Array Antennas, Interleaved Arrays, Almost DifferencessSeSidelobe Control,

Pulse-Echo Pattern, Two-Way Radiation Pattern.
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1 Introduction

Real-time ultrasound imaging techniques have severaicgtuns in underwater and sonar
systems, biomedical diagnostics, and non-invasive syrdgi2][3][4][5][6][7]. In order to
provide adequate resolution and contrast, real time twd-three-dimensional systems require
1D/2D transducer arrays with hundred or thousand elemé&jtsNlon-overlapping or inter-
leaved layouts, where each element is used either in trasgmnior in reception, provide several
advantages in terms of costs, weight, processing poweicédion, and interconnection com-
plexity [1][2]. However, interleaving transmitting andceaving arrays reduces the control of
the peak sidelobe leve(S L) compared to the corresponding filled layouts. To overconoh s

a drawback, random approaches [8], semi-random approgthesd sparse periodic layouts
(e.g., Vernier arrays) [3][9] have been proposed. Impropedormances have been obtained
by means of optimization methods, such as genetic algosifi®], linear programming [11],
and simulated annealing [5][12]. Despite their effectessin dealing with complex cost func-
tions, optimization techniques usually require high cotapianal costs and they are sometimes
affected by convergence problems especially when dealitiglarge apertures. Moreover, it
is often difficult toa-priori provide reliable predictions of the achievable radiatiooperties
because of their intrinsic randomness.

In this paper, a new analytical methodology is proposed sigtkenon-overlapping transducer
layouts with good and predictable radiation propertiese @bjective of the paper is not to deter-
mine an optimal interleaving scheme for a specific problamrdther @) to provide simple and
reliable design guidelines to be used when a computatipatitient and sub-optimal solution
is preferred to a random or a stochastically-optimizedyaordand (b) to give a better initializa-
tion for a successive global optimization aimed at detemgjthe “optimal” solution. Towards
this end, the array synthesis is faced with an innovativeagah based on the so-called Almost
Difference SetsADSs). ADSs are binary sequences characterized by a three-levela@utoc
relation [13]. They are a generalization of Difference §&tj[15][16]. ADS properties have
already been exploited to thin linear [17] and planar [18hgs with controllable sidelobes.
The design of non-overlapping transducer layouts based D sequences is motivated by

the following key-observationsa) the complementary of ad DS is stillan AD.S [14]; (b) an



ADS-based array has a low and predictaBl€L [17][18]; (c) ADS arrangements can be an-
alytically designed without any optimization and whatetrex aperture size [17]. Furthermore,
non-overlappingd DS layouts can be synthesized by simply assigning the elenssthisr to
the transmitting or to the receiving array according to teguence ofs orl1s of anADS. On
the other hand, it should be also pointed out that the usé/of's for such a purpose is not
granted by a straightforward exploitation of the resulttagted in [17][18]. Unlike thinned ar-
rays, the performances of an imaging system are relatedpalgée-echdor two-way) radiation
pattern [1][2]. Therefore, the bounds determined in [18][fior one-waypatterns ofAD.S ar-
rangements do not apply. New theoretical and numericalagaalare then mandatory to deduce
and validate suitabla-priori estimates for the performances 4D .S-based arrangements for
ultrasound imaging systems.

The outline of the paper is as follows. After a short reviewasray thinning throughdDS's
(Sect. 2), a theoretical analysis concerned with S-based non-overlapping layouts is pro-
vided. The key features of the arising two-way radiatiorigras are then highlighted (Sect. 3).
Section 4 describes some validation tests and numericailaiions of representative 1D and

2D ADS designs. Finally, some conclusions are drawn (Sect. 5).

2 ADS-Based Thinning

The one-wayarray factor of a planar arrangement defined over a lattic® of () positions

(N = P x @ being the total number of elements) is equal to [19]

"
L
T

Sr(u,v) = ar(p, q)exp [2mi (pszu + gs,v)] (1)

Il
=)
Q
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=)

wherear(p, ¢) is the array weight of thep, ¢)-th element,s, ands, are the lattice spacings
along ther andy directions (in wavelengths), = sin(0)cos(¢), v = sin(6)sin(¢) (u? +v? <
1), Dealing with equally-weighted thinned arrayis,(p, q),p =0, ..., P—1,¢=0,...,Q — 1
can either assume the valueor 0 when an element is present or not at tpeg)-th lattice

position. InAD S-based thinning techniques [17][18], the lattice weighésselected as follows

() Linear arrays correspond to the cage= 1.



1 if (p,q) € Ar [p € Arinthelinear case]
ar(p,q) = )

0 otherwise

whereArisa(N, Ky, Ap,t)-ADS (i.e., aKp-subset olG £ Z* ® Z9),?) N is the array size,
K7 the number of active elements, afgd andt are parameters which define the autocorrelation
properties of the consideretlD S (as discussed below). As a visual example,(tt#9, 4, 13)-
ADS, i.e.

Ar=1{0,1,5,6,7,8,10,12,15}

(linear case [20]) is considered, and the associatéf) is provided in Fig. 14). By exploiting
the properties of the autocorrelation functign,(7,., 7,) Z Zq L ar(p,q) ar [0+ 7)), oa b
(q+7y)|m0dQ] (P x @ being its period), ofADS-binary sequences [13][14][15], which is

known to be the following three-level function
Kr (Tz,7y) =0

§r (Tenmy) = Ar fortvaluesof (1,,7,) > (3)

Ar 4+ 1 otherwise,

it turns out that [17][18] the power pattels;(u, v)|* of and ADS-based array satisfies the

following constraint

k l
St (SmP syQ)

i.e., the samples to the power pattern are equal to the iedkssrete Fourier transfornd D F'7T")

of the autocorrelation functiogy (.., 7,), Zr(k, 1) £ 30 4 Z L& (10, 7,) €xp [27” ( ek %lﬂ

which, from (3), turns out to be equal to

2
=Zp(kl) k=0,.,P—1,1=0,...,Q—1 (4)

=0 (k1) = Kr — Ag + NAg 6(k. 1) + U(k, ). (5)

In (5), 0(k, 1) is the discrete impulse functiod(k,l) = 1if £ = 1 = 0 andd(k,l) =
otherwisell (k, 1) £ IDFT {4 (1,,7,)} beings (t,, t,) = SN "6 (7, — 77

X

Ty — T;), and

()In this paper, akr-subset ofG indicates a set of(; unique elements belonging @; moreoverG =
{(0,0),(0,1),....,(P-1,Q — 1)} if @ > 1,whileG ={0,1,....,.P—-1}if Q = 1.



(r2,77),r=1,..,N —1—t, are the indexes at whigh (77, 7)) = Ar+1[18] (an analogous
relationship holds true in the linear case [17]). In ordeckarify such properties, Figs. k)
and 1¢€) provide an example ofr(7) and .Sy (u) for the arrangement represented in Figa)1(
(without loss of generality the linear case is taken intoocaict). According to Eq. (3), the
ADS sequence exhibits a three-level autocorrelation fundiogn 1(b)], while the samples of
the associated power pattern are confirmed to be equi tb) [Fig. 1(C)].

Thanks to (4), the following-priori bounds have been derived for thee-wayP S Ls of AD.S-

based thinned arrays:
PSLINE < pSLYN < PSLOPT < pSLYAX < PSLIVY. (6)

wherePSLYPT £ min,, ,, {PSL [Agi’”’ay)] } 0,=0,..,P-1,0,=0,....,Q—1, PSL [Agi’“”y)] =
m‘m(u,v)gMT|S(‘7w""y)(u,v)|2
‘S(crgn,ay)(uO,UO)‘2

gion defined as in [16]).5(”’”"’9)(%@)‘2 is the power pattern of the layout generated from the

, (ug,vp) is the mainlobe steering directiod/r is the mainlobe re-

cyclically-shifted versiom (77 Al7=v) 2 {((p +04),0aps (@ + o—y)mon> ; (p,q) € Ar;

0,0, € L}, of the referenced DS. The analytic expressions of the bounds in (6) are reported
in the Appendix for both the linear case and the planar onaiakgn (6) states that the peak
sidelobe level ofA D S-based arrays is constrained by #@riori known quantities?S LIV,
PSLMIN PSLMAX andPSLSUF.

Properties, construction techniques, and theorems coedevithA D Ss can be found in [13][14][15],

while explicit numerical expressions of linear and pladdpS sequences are available in [20].

3 ADS-based Non Overlapping L ayouts- Mathematical For-
mulation
Let us consider the following theorem:

Theorem 1[14] - If A is an ADS then its complementary se&{z £ G\Ar,
(i.,e, Ar ={(p,q9) € G: (p,q) ¢ Ar})isan(N, Kg,Ag,t)-ADS, whereKp =
N — Ky andAR =N —-2Kr+ AT.



Accordingly, starting from amd DS transmitting array with weights(p,q), p =0, .., P — 1,
q=0,..,Q—1, the coefficients of the receiving array(p, ¢) are simply obtained asz(p, q) =
1—ar(p,q). TheADS layout is then composed by a rectangular aperture of) transducers:
K transducers for the transmission and the remairding= N — K for the reception. To
provide an illustrative example, the arrangements comio the(88, 44, 21, 22)-ADS (linear
case [20]) and th¢49,25,12,24)-ADS (planar case [20]) are provided in Fig. 2. It is worth
noticing that wher) = 1 (linear case) N = P andar(p, q) = ar(p), ar(p,q) = ar(p) [Fig.
2(a)].

Since each of the two non-overlapping arrays isAdnS arrangement, the following properties
hold true: @) both arrays are expected to exhibit l@me-wayPSLs; (b) each design can be
cyclically shifted to obtain up t& x @ different layouts; ¢) the computational costs to carry
out a new array design is negligible (just a simple shift)doy aperture size. Moreover, it can
be shown that the autocorrelation functions of the two arrae equal except for an offset of
N(1—-2v)(v2 %)

Er (Tw, 7y) = &r (T, 7y) + N (1 —2v). @)

Therefore, the correspondirdd) F'T’s differ only in the origin of thé: — [ plane
ER(kvl) = ET(kvl) +N2(1 —21/)(5(]{5,”, (8)

whereZg(k, 1) £ 3277 32970 6x (70, 7,) €xp [2m‘ (T—P"f + %)] and¢y, (7., 7,) are the unbal-
ancing factor and the autocorrelation functionfof, respectively.

As regards the performances 4 .S layouts for ultrasound imaging, it is worth to notice that
the quality of ultrasound images is related to the two-wagticmous wave'1V) radiation pat-

tern defined in the far field as the product of the transmit &ogive power pattern [1][3][9][2]
|Sow (u,v)[> 2 [Sp(u,v)|* x |Sg(u,v)]. (9)

By using (4), (8), (9), (5) and through simple mathematicahipulations it results that the

samples of the two-wa¢'I/ pattern of ADS-based arrays are constrained to the values of



o(k,1)
=0 (k1) (10)

where

K2 (N — Kr)? k=1=0
O (k1) 2 r 7) (11)
[Kr — Ar + ¥ (K, l)]2 otherwise

being¥(0,0) = N—1—t[18]andKr (Kr —1)—tAr = (Ar + 1) (N — 1 — t) [14]. Equation
(10) points out that the samples of the two-wall’ patterns ofA D S-based arrays ar@-priori

known. Furthermore, by exploiting the sampling theoren],[Rtan be shown that the two-way

CW pattern ofADS-based arrays is equal to

2
X

sin(msguP—km) sin(wsyvQ—In)
|SCW 4, U 'Z l 0 aT (k l) Pszn(wslu——) Qszn(:syv lQ)

(12)

El > aR( ) sin(rsguP—kn) sin(msyvQ—lm)

Pszn(ﬂsiu—k—) Q szn(ﬂsyv— %)

whereay (k, 1), E =T, R,isthel DFT of ag(p, q) related ta=g (%, [) by means of the circular

correlation property [21]
g (k1) =/Zg (k)eve®) B =T R (13)

As far as the peak sidelobe level of the two-w@l’ radiation pattern [1] is concerned, it is
defined as the ratio between the maximum of the two-w&y pattern in the sidelobe region

and the value of the two-wayW pattern in the steering directian, v,

‘ 2

} . MAT (4,0)¢ Mow )SC‘ 7v) (u,v)

(02,04
PSLCW [AT/R P 2 )
’Scw’ ! (“oﬂfo)‘

(14)

where Mey is the two-wayC'WW mainlobe region equal to the smallest region betw&én

and Mz. Moreover,

(”z o) (u,v)‘ is the two-wayC'WW pattern generated bg&("”” “v) and
A("* “v) More specifically, by substituting (12) in (14) and usin@)&and (11), one can obtain

the following relation about the two-way radiation pattefnAd D.S-based designs

PSLow AT =

8



CEnM 2
P—1 Q-1 V/Er(kl)e*T (k"l)sin(wsqu—kw)sin(wsva—l7r)

AL (u,v)g Moy k=0 Z21=0 Psm(wszu—’%)Qsm(wsyv—%')
2
) P-1 z—:l =a (%, l)ewgzv y)(k,l)gm (mszuP — k) sin (ms,vQ) — Ir) 1
-
k=0 (=0 P sin (ws,u — £2) Q sin <7rsyv — %) [K2 (N — Kr)?]

(15)
As it can be noticedPSLcyw is: (a) a function of=g (k,1), E = T, R given by (5) and (8)
starting from the only knowledge of théD S parameters [i.e(N, K7, Ar, t)]; (b) independent
on the shift valugo,, 0,); (c) a function of the phase ternqég’”"’y) (k,1) computed through
(13) once the explicit form of thel DS at hand is available [20]. Thanks to these properties,
the following set of inequalities on théS L of the two-wayC'WW pattern ofADS-based arrays

can be derived (see the Appendix)

PSLEE < PSLYIN < PSLE, < PSLY < PSLZSF (16)

WherePSL"CthV £ MiNg, o, {PSLCW [A(”’”"’y)” and the upper and lower bounds are re-

T/R
ported in Tab. | for the linear and planar cases, b&R§* = max (. ygr, {Z5 (k, 1)}, Zpin £
ming e, 1=k (k, 1)}, E = T, R. As it can be noticed, the wider upp&SL2%” and lower
boundsPSLL) area-priori known only from theADS features v, K7, Ar, t), while the
evaluation of the tighter bound3S LYY and PSLY4 requires the knowledge of the explicit

form of the ADS at hand.

4 Numerical Analysis

In this section, the results of an extensive numerical stwdyresented to point out the features,
the potentialities, and the limitations dfD S-based non-overlapping layouts as well as the re-
liability of the bounds in (16). Representative experinsezincerned with different geometries
(linear and planar) and aperture sizes are provided to figage the two wayC'IV response of
ADS arrays and the accuracy of (16). Preliminary results on thequ-response properties of
ADS-based layouts are discussed, as well.

The first test deals with arrays with = 0.5. As regards the first experiment, the plot of



PSLew (A®) in Fig. 3(@) refers to the linear layout derived from tig8, 44, 21,22)-ADS
(N=P =288,Q =1, K = Kr = 44, A\vr = Agr = 21, ¢t = 22 [20]) [Fig. 2(@®)]
and its shifted versionss(= 0, ..., P — 1). It points out that the peak sidelobe level in cor-
respondence with”* £ arg {min, [PSLcw (A@)]} (i.e. PSLE,) satisfies (16) as also
confirmed by the two-way’W radiation pattern ofA°””") [Fig. 2()]. As expected (10),
|Sew (u)|* exhibits a regular behavior for ¢ Mcy, since its samples are constrained to
O(k, 1) [Fig. 3(b)]. Moreover, Figure ) also shows that different shifted arrangements de-
rived from the same referenceéD S provide PS L values within the bounds in (16) and always
PSLEE < PSLow (A@) < PSLEYF. This means that various configurations with good
PSL performances can be obtained from a single S sequence.

The above considerations still hold true for larger lineaags as highlighted by the second
experiment related to th€r00, 350,174, 175)-ADS layout N = P = 700, Q = 1, Ky =
Kg = 350, Ay = A = 174, t = 175). Figure 4@) shows the plot of>SLcy (A7), while
the two-wayC'WW pattern in correspondence with the optimal shift’ in reported in Fig. 4).
For completeness, Figure 5 summarizes the behavitﬁrﬂﬂ"cpév versus the array aperturg
whenn £ - = 0.25. As it can be observed, the value BE L, turns out to be quite close
to the upper bound’S LYAX whatever the linear aperture size.

Dealing with planar geometries, Figures 6-8 are concerndddifferent-sizedA DS layouts to
further assess the general reliability of (10). More speaily, the following configurations have
been analyzed(49, 25, 12,24)-ADS [Fig. 2(b) - Fig. 6], (529, 265, 132,264)-ADS (Fig. 7),
(1849,1105,552,1104)-ADS (Fig. 8). The plots of?SLcw (A7) [Figs. 6@)-7(a)-8(a)]
indicate, also for planar geometries, that multiple shlitierays provide’ S L values very close
to PSL%}, further pointing out the efficiency of the method in genergsatisfactory solutions.
Moreover, the behaviors of the optimal two-wa§yV’ patterns [Figs. &1)-7(b)-8(b)] show that
the ADS arrays spread the radiation energy quite uniformly withia sidelobe region because
of the pattern constraints at the sampling points (10). Igingigure 9 gives a summary of the
performances ofA DS-based arrays when = n = 0.5 and for different dimensions of the
square latticel? = Q = v/N). As expected, the main lobe widthonotonicallydecreases with

N and the same holds true f&tS LY, .
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Previous results are concerned with faefield two-way C'WW response ofADS arrays. It is
certainly a useful tool to evaluate the properties of aragtiund array, since it represents a good
approximation of th&”'I1V response in the focus of the array, as well as a first apprdiomaf

the pulsed response at a selected focal range or in the f&fTilelHowever the near-field pulse-
echo response (i.e., the echo from a point-like target wheitezl by an incident pulse [1]) has
also a great importance in several applications (e.g., edoal imaging, underwater acoustic
[1][22]). In order to provide some insights on the near-fipldse-echo properties oD S-
based arrangements, the steered pulse-echo responseseod 15-based planar layouts have
been simulated by using the progréneld 1l [23][24] and the results compared with state-of-
the-art designs [1][22]. For a fair comparison, planargsiaave been analyzed by assuming the
same parameter setup of [X]:= 1540 m/s (speed of soundfy; = 3 MHz (central frequency),

fs = 102 MHz (sampling frequency)s, = s, = 0.6\ (element pitch),7 = 40 mm (focal
range), an impulse response equal to a three-period sitehaihming weighting, and one
period sine excitation.

For each simulation, the maximum projection functidi - (u, v) of the pulse-echo responses

has been computed as well as the “worst-case cut” funétion(sin (9)) [1]

WC (sin (0)) = maxsepo- {Wer (sin (0) cos (¢) , sin (0) sin (¢))} . (17)

Moreover, the mainlobe beamwidth &FC (sin (¢)) at —6, —20 and —50 dB (i.e., BW,
BWsy, BWxo) [1] has been evaluated along with the integrated sidelabe (/S L R) defined

A fRM Wp g (u,w) du dv
- fRS WpE(u,v) dudv

andRg = {u,v € [-1,1] : BWjy < u?+ v? < 1}. The behavior of the largest peak in the an-

asISLR [1][25][26] where Ry, = {u,v € [~1,1] : u?® +v? < BWs}

gular rangesin (6) > 0.2, PSLyr [1], has been analyzed, as well. It is worth pointing out that
such descriptive parameters have been selected due tartipeirtance in ultrasound imaging
as a tool to investigate the obtainable contrast, noiseditifacts, shadows, false targets and
signal-to-noise ratio [1].

Filled/dense layouts [i.e., fully-overlapped; (p,q) = ar (p,q) = 1] have been considered
as references since they are known to provide the best psafazes in ultrasound imaging

applications even though with the highest hardware andgssing costs [1].
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By considering the optimal layout from the referen@®, 25, 12,24)-ADS [Fig. 2(b)] and
comparing the plot ofV’C' (sin (9)) along with the “worst case cut” of the correspondihg 7
dense array [Fig. 1@J], it turns out that thed DS solution provides performances similar to
those of the square filled array in the neighborhood of thenfobe, while a degradation can
be observed whefzin (0)| = 0.3 [Fig. 10@)]. The same considerations arise from the plots of
Wpe(u,v) [Figs. 100)-10(d)]. Moreover, theA DS synthesis provides a near-field pulse-echo
pattern more regular in the sidelobe region. Sincetfig-response provides a first approxima-
tion for Wpg(u, v) [as pointed out by the plots in Fig.§(and Fig. 106)], similar conclusions
hold true also from the comparisons among & -responses of the corresponding layouts.
For completeness, a uniform circular apodization has begtfiead to both theADS layout
and the filled arrangement since it generally improves tre-field ultrasound properties of
planar transducer layouts [1][22]. The obtained resulesraported in Fig. 1@&) in terms

of WC (sin ()), while the associatetd/pz(u, v) functions are shown in Fig. 1€(and Fig.
10(e). The circular apodization slightly affects theD.S radiation outside the mainlobe, while
it significantly enhances the performances of the filledregeament within the same angular
region [Fig. 108)]. As for the near-field pulse-echo response, the modiboatiof theADS
pattern are limited [Fig. 1®) vs. Fig. 10¢)], while its effect is more significant on the
dense layout. As a matter of fact, a more uniform spread okttergy can be noticed within
the sidelobe region [Fig. 16) vs. Fig. 10€)]. The values offlSLR, PSLyr, BWg, and
BW,, reported in Tab. Il together with the number of overlappitgnentsNC [NC £
S S (ar(p, @) % agr(p, q))], the number of transmitte T [NT £ 5> 1 S~ (ar(p, q))],
and the number of receive§ R [NR 2 371 32" (ar(p, ¢))] further and quantitatively
confirm the above outcomes. However, even for the filled layawery poor resolution is
yielded (Tab. Il) because of the small aperture.

In order to investigate more realistic configurations, tearfield behavior of the layouts com-
ing from the(529, 265, 132, 264)-ADS and the(1849, 1105, 552, 1104)-ADS is analyzed here-
inafter. The beamwidth of the radiated pattern is enhansguicorially show in Figs. 11)-
12(b) and quantified by the corresponding indexes in Tab. Il. kénlhe small array, the circular

apodization tends now to improve the mainlobe widtta@? S, as well [Figs. 114)-12(@@) - Tab.
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[1]. On the other hand, even though the circular apodizat¢ioables a better distribution of the
energy within the sidelobe region, the enhancement turhtdue less evident fad DSs [Fig.
11(c) vs. Fig. 11¢) and Fig. 12€) vs. Fig. 12€)] notwithstanding the decrease BfS Ly
[Tab. 11]. Such an effect is due to the stronger impact of gatuction of the available elements
on the non-overlapped layouts of tHé S's.

Because of the dimension of tkeD S-layout in Fig. 12 similar to that considered in [1] (i.e.,
N =47 x 47 vs. N = 48 x 48), the next analysis presents a comparison in terms of bedimwi
ISLR, andPSLyr values with some reference designs in [1] (Tab. Ill). Theuealin Tab. II
and Tab. Il indicate that the beamwidths are quite simiardll considered designs, except
for the dense square array whose mainlobe is wider due toettendary lobes at = v =

0 [Fig. 12d)]). On the contrary, the values diSLER and PSLyr exhibit non-negligible
variations. More specifically, the lowe$tSLyr (except for the dense array) yielded with
the ImpR4b architecture is of aboutdB below that of theADS layout, but its architecture
presents a consistent number of overlapped chan(s;,{,z4, = 484). On the contrary,
non-overlapping or low overlapping designs (e.g., VERNNBPOL, and Rad4) giv&’S Ly
values significantly higher than that of th& x 47 ADS array (Tab. 1), even though with a
smaller number of active channé\s4d = N7+ N R. Moreover,/ S LR values similar to that of
the ADS displacement are exhibited by the VERN and Rad3 arrangesywhtile significantly
improved/ S LRs are obtained only with strongly overlapped designs chariaed by highV A
values (e.g., Diag2, DP, DiagDP, and Dense architecturab.-IT, Fig. 130)).

By sake of clarity, some representative points in the&'(yr, ISLR) plane of the different
layouts and various aperture sizes are reported in Figa)1®{ore in detail, the BIN and POL
designs have been taken into account since referred toventapping layouts, while the VERN
array has been analyzed for both the reduced number of ppathelementsNC' = 48 [1])
and its role as reference for ultrasound imaging [1][3]. The= 47 x 47 ADS array improves
the ISLR value of both theBIN and POL designs, while it turns out to be better than the
VERN architecture in terms oPSLyr. However, the ERN structure exhibits a smaller
number of total active channel®/[Ay zry = 629 vs. NA,ps = 1741 for the apodized case

- Fig. 13(b)]. One could also notice that the circularly aged 23 x 23 ADS arrangement,

13



which has a lowetVA (NAsps = 421), shows an improve®SLyr and a similar/SLR
with respect to the8 x 48 V ERN array (but a largeBW, due to the smaller aperture). As
a matter of fact, only theV = 48 x 48 circularly apodized layout [Fig. 13] - Tab. 1]
presents better radiation parameters than4hes array defined over the same aperture, thanks
to the overlapped texture, but at the cost of a significantihér number of active channels
[NApense = 3608 for the apodized case - Fig. 18[. For completeness, Figure E}(also
provides the results of othetD S designs in correspondence with wider and smaller apertures
to point out that the circular apodization usually redudesRSLyr of ADS arrangements,
while it does not substantially changes the#fL. R. Moreover, thel SLR value only slightly
changes for larger apertureD S's, while theP S Ly value significantly reduces a@éincreases.
These observations point out thatD S layouts provide a good tradeoff between the image
contrast (which depends on ti& LR [1]) and the resolution (i.e.BWW) when compared to
low- N C arrays when dealing with ultrasound imaging applicatiovis|e a significantly higher
contrast can be achieved only with a more complex hardwage fiigherNC and N A) [Fig.
13(D)].

Finally, the capability of the proposed non-overlappeal#yg to maintain the beam properties at
different steering angle@,, ¢,) is analyzed because its importance in ultrasound appicsti
Towards this end, the beam features of4fie< 47 ADS-based array are evaluated fay = 7,

0o = —7, ..., 7 and compared with those of the referengex 47 dense array. The behaviour of
PSLyr, ISLR, and BWs, [Figs. 14@)-14(c)], indicate that the figures of merit of théD.Ss
present, even for large steering angles, a dependengysimilar to that of dense arrangements
despite the sparse nature of their layouts. More specificalD Ss synthesizé3Ws,s almost
identical to those of their filled counterparts [Fig. &3(@nd a very similarP S Ly especially

for large values of, [Fig. 14(@)]. Moreover, unlike dense architectures, the arising. R only
slightly depends o, [Fig. 14({)]. These features are confirmed by the plots of the steered

Wpg(u,v) for thed7 x 47 ADS-based array (Fig. 15¢, = Z, circular apodization). Indeed,

T
the beam shape remains almost unaltered whatever the eoexdil [Fig. 15 - steered vs. Fig.

12(c) - unsteered], and no artifact appears in the steered putsponse for smalb = £ -

Figs. 15@), 15(@)], medium py = £5 - 15(c),15(d)], or large Py = 7 - 15(),15¢)] steering
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angles.

5 Conclusions

In this paper, aM D S-based methodology has been proposed to design non-operdgipans-
ducer layouts for ultrasound imaging applications. Theragph is not aimed at synthesizing
optimal layouts, but rather to provide reliable generalpmse guidelines to efficiently design
non-overlapping layouts with predictable and sub-optipgaformances. An extensive numer-
ical analysis has been carried out to assess the reliabflithe PSL bounds as well as to
evaluate the features afD.S designs in the”'|V/pulsed response cases and for both linear and
planar geometries.

The obtained results have pointed out that

e the ADS approach can be profitably exploited to synthesize linedpdemar non-overlapping

arrangements;

e the optimal PSL of the far-field CWW-response pattern of adnDS-based layout is-
priori bounded. Tighter bounds exist when the explicit form of thB.S sequence is
available, otherwise larger bounds fBSLg”VtV can be always determined from the only

knowledge of thed DS features (i.e.N, Kr, Ar, t);

e the ADS-based methodology enables the design of arbitrary sizyswith negligible

computational costs only related to simple shifts of them&ficeAD.S sequence,;

e several non-overlapping designs can be obtained from feeareceA DS to comply dif-

ferent requirements on the radiated pattern;

¢ the near-field pulsed-response propertiesidiS layouts favorably compare with those
of reference state-of-the-art overlapping as well as naerlapping designs in terms of

both beamwidth/SLR, andPS Ly, even when large steering angles are at hand,

e the ADS-based technique can be used to define a suitable startingfpoi local or a

global search. In view of this, it can be easily and profitabtggrated with state-of-the-
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art optimization approaches for improving their rate of wengence and enabling their

use in practical and large scale problems.

Future efforts will be aimed at providing-priori estimates for the near-field performances of
ADS arrangements, including their imaging capabilities withidated ultrasound phantoms,
as well as to deal with other array geometries and applicatimenarios. Finally, although
out-of-the-scope of this present paper and outside curesetirches concerned with ultrasound
imaging systems, but rather related to combinatorial nratitees, advances iA DS generation

techniques are expected.
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Appendix

- PSL boundsfor ADS-based thinned linear and planar arrays

Concerning lineard DS thinned arrays, the following bounds can be deduced [PBRLINT =
Kp—Ap—1-/S0 PSLIMIN = maz { [maziso{2r(k)}]  [mingo{Er(R)}] [0.;3488+1.128 logioN] } PSLIAY —

(N-1)Ar+Kr—1+N—t’ K2 ! Kz,

[mazk0{Z7(k)}][0.8488+1.128 logio N]
K7

,andPSLEY" = [0.8488 + 1.128 logioN| (yp i .

In such a case, the mainlobe region is defined as [17]
-1

-1
My = (ona, [Temz=r () ) o (g, [ ez (R) T
Z7(0) Z7(0)

As regards the planar case, the bounds on thinhBd arrays turn out to be [18]PS LY N =

[min s, 1)1ty {E7 (k,1)}][0.5+0.8 1og10 (PQ)] , PSLITV“‘X _ [maz (s, 1y ere {E7 (k.1)}][-0.14+1.5logio(N)] , PSL%NF _

K? K%
Kp—Aq—,/EHDWN-1-) Kp—Ap++/(t+1)(N—=1—t) ) [-0.1+1.5log10(N)]
7z Nl PSLIVP = ( 7z ) , whereH, = G\(0,0).

In this case, the mainlobe region is given by [18]
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Kr
Mpr =< (u,v) €[-1,1] x[-1,1]: v* +v* <1, uv <
T {< Jel Ix] ] 4N 535, max (g yen, |Er(k, l)|}

(19)

- Derivation of PSLZ%F in (16)
Let us first consider planar arrangements. With referendbeadiscrete version af/qyy =

min {MT, MR} (19

1 1 . Kr Kpg
ME :{m,nEZ,<m+—) <n+—>§mm{ = ; = }}7
ow 2 2 dmaz g yen, |[Zr(k, 1) dmaz i yen, |Zr(k, )|
(20)

equation (15) is approximated as follows

(72.7y) 2
o (kﬁl)(_l)m+nfkfl

(0z,09) ~ \/H (k,l)e .
PSLcow [AT/R Y } N MNAT () g M By, ‘Zk 0,kl£0 Zl 0,kl£0 - x

on[f (b )l ()]

; ("z"’y)uc ) k-1 2
Egr(k,))e' R (—1mtn

T e =)

/ [K3 (N — Kr)*]

(21)
by neglecting the term &t = [ = 0 since the fnaz” operator is applied in the sidelobe region

[18]. To define an upper bound fétS Loy, let us notice that (5)
mallj'(k7l)¢7_[0 {ET (k’, l)} = KT — AT + m&l‘(k7l)¢7_[0 {‘1’ (k’, l)} . (22)

By applying the Parseval’s theorem to the real valued famcii (£, (), it can be obtained that
S S W (k,1)]* = N (N —1—t). Moreover, sincel(0,0) = N — 1 — ¢, it turns out

thatmaz . ygn, {V (k, 1)} < /(t +1) (N — 1 —t). Therefore

max(mﬁm {ET (]{7, l)} S KT — AT -+ \/(t + 1) (N —1- t) (23)

[a similar expression can be determined®yy (&, 1) by using (8)]. By substituting (23) in (30),
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it results that

(02,0y) [KT —Ar+/(t+1)(N—-1— t)} [KR —Ar+V/E+D(N-1- t)]
PSLow [AZ)] < [KZ(N — Kz)] ” x

€i¢g1aw’ay) (k1) (_ 1>m+n—k—l

o Noin [ (m =k 3)]sin[§ (0= 1+ 3)]

T

X

wM

P-1
MAT (1 nyg By, E
k=0, ki

P— - wgzz y)(k,l) (_l)m—i-n—k—l 2

0,k oNsm[ (m—k—l—%)]sm[%(n—l—l—%

In analogy with [18][16], let us treat the phase ter@i%“’y) (k1) andgog”’”y) (k,1), although
deterministic, as independently identically distributetform random variables to rewrite (24)

as

[KT—AT+\/<t+1>(N—1—t)] [KR—AR+\/(t+1)(N—1—t)

PSLE, <Y
o (K7 (N = Kr)’]

(25)

whereY £ min, ,,) {maz {Ho,...,Hc_1}}, C ~ N is the cardinality ofM%,,, andH; =
o m)w 2

(7209) |2
o o i (k1)
[‘Zk:oo Do W

the statistics off’ are not available in closed form, its mean value can be apmated as

, i =20,..,C —1. Since

follows

E{Y}~[-0.1+1.5log;o (N)]. (26)

Finally, the upper boun®SL25? is then obtained by substituting (26) in (25).
Starting from (15) and setting@ = 1, PSLZ5F for linear arrays can be derived by following

the same procedure detailed above when dealing with plachitectures.

- Derivation of PSLEin (16)

As regards planar layouts and considering the sampledores (15) atu = PLSZ, f =

0,...P—1,v= Qisy, g=0,...,Q — 1, it can be deduced that

o 0,0y maxt,g) = k,l X = ]{Z,l
PSchvtV > PSLcew [A(T/R ”u_ P T ! 67}‘22{ (]TV(— ;T)Q R ( )} 27)
o - T




The lower bound?S LLYE is then obtained

- AT . (t+1)]E[NII—t)
PSLEF = - 28
S Kr (N — Kr) (28)

by exploiting (27), (22), and observing thatuz s yex, {¥ (k, 1)} > —/ GV,

A similar procedure applies to the linear case, as well.

- Derivation of PSLYX in (16)
With reference to (30) and still considering the planar dasegenerality, let us observe that
2T £ max e, 1o (k, D)} and ZR% £ maz e, {Zr (k,1)} are known quantities

when the explicit form of thed DS at hand is available. Equation (30) can be then rewritten as

(oz.0y)

(O’ O ) — “PT (k,l)(_l)m+nfkfl

(72.79) ?
ich v (k,l) -1 m4n—k—1

als G pelsee) | (/- EoT

(29)
By dealing with the phase terms as random variables, it tomshat
’I‘ —max F‘f}%},aw

PSLEy < K? (;7 — Kr)’
T

and the upper boun& S LYX is finally derived through (26).

- Derivation of PSLYIN in (16)

As regards two-dimensional layouts and using (30), one eaice that

W(T"”” 7y) (k1)

t — — . 1 m4n—k—1
PSLy 2 SNSRI minrs ) § MAT 008, ‘Zk oai20 204150 N Gk ) o 5]

2
(o2:0%)

RN (k,l)( 1ymtn- k—1

X | i Okl;éozl O.RIAD N sin| % (m—k+3)|sin[ & (n—1+3)] / [K# (N — Kr)7]

(30)
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whereZ2™ £ ming, jyen, {=r (k,1)}, E = T, R, is a known quantity when thé DS at hand
is known. By dealing with the random representation of thesghterms and taking into account
that, in this case, the summations cannot be extendeddpthe following approximation holds
true

S ERT 0.5 + 0.8logie N]”

PSLYy, 2 ——=£
CW ~ K% (N . KT)2

PSLMIN is then defined as the right term of previous expression.
Dealing with linear arrangement®,SL}!» can be simply obtained by substituting the known

quantities=7* and=%* in (27) to=7" and="3".
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FIGURE CAPTIONS

e Figure 1. ADS thinned array layout obtained from tteS8, 9,4, 13)-ADS (P = 18,

@@ = 1) [20] (a) and associated autocorrelatidy) &nd beampatterrc) properties.

e Figure 2. Non-overlappingADS layouts obtained froma) the (88,44,21,22)-ADS
(P =88,Q = 1) [20] and b) the (49,25, 12,24)-ADS (P = Q = 47) [20].

e Figure 3. Far-field CW-response properties - Linear Arrggs, 44,21, 22)-ADS [20]:
(@) PSLew (A©@) values versus = 0, ..., N—1 and p) plot of the normalizedScy, (u) |’

in correspondence with°’!. Aperture size#3.5\.

e Figure 4. Far-field CW-response properties - Linear Array00, 350, 174,175)-ADS
[20]: (&) PSLcw (A(")) values versug = 0, ..., N — 1 and @) plot of the normalized

|Scw (v)]? in correspondence with?”*. Aperture size349.5\.

e Figureb. Far-field CW-response properties - Linear ArrayBlots of thePSLg”VtV values

and associated bounds fd) S-based linear arrangements wheg- 0.5 andn = 0.25.

e Figure 6. Far-field CW-response properties - Planar Arrgyt9, 25, 12,24)-ADS [20]:
(@) PSLcw (A=) values versus, = 0,...,P — 1,0, = 0,...,Q — 1 and p) plot of

the normalizedScy (u, v)|* in correspondence with*”. Aperture size3\ x 3).

e Figure 7. Far-field CWW-response properties - Planar Arrg$29, 265, 132,264)-ADS
[20]: (@) PSLcw (A=) values versus, = 0, ..., P—1,0, = 0,...,Q—1and p) plot

of the normalizedScyy (u, v)|* in correspondence with?. Aperture size11\ x 11.

e Figure 8. Far-field C'WW-response properties - Planar Arra§2209, 1105, 552, 1104)-
ADS [20]: (@) PSLcw (A=7v)) values versus, = 0,....,P — 1,0, =0,..,Q — 1
and p) plot of the normalizedScy (u, v)|* in correspondence with??!. Aperture size:

23\ x 23)\.

e Figure9. Far-field OV -response properties - Planar ArrayBlots of theP S L2, values

and associated bounds fdi) S-based planar arrangements whea: 0.5 andn = 0.5.
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e Figure 10. Near-field pulsed-response properties - Planar Arréd}s = 7 x 7). ()
Plots of W C (sin (0)) for different non-overlapping/dense arrays with unifocirgular
apodization and plot of the normaliz&tdy - (u, v) in correspondence withbj A =" 77"

[(49, 25,12, 24)-ADS] - Uniform apodization, € A" 5" [(49,25,12,24)-ADS] -

Circular apodization,d) Dense layoutV = 7 x 7 - Uniform apodization, andegf Dense

layout N = 7 x 7 - Circular apodization. Aperture siz8A x 3.

e Figure 11. Near-field pulsed-response properties - Planar Arr@ys= 23 x 23). (a)
Plots of W C (sin (6)) for different non-overlapping/dense arrays with unifocirgular
apodization and plot of the normaliz&dy (1, v) in correspondence withby A (=" 3")

[(529, 265, 132, 264)-ADS] - Uniform apodization, ) A" 7" [(529, 265, 132, 264)-

ADS] - Circular apodization,d) Dense layoutV = 23 x 23 - Uniform apodization, and

(e) Dense layoutV = 23 x 23 - Circular apodization. Aperture siz&i\ x 11\.

e Figure 12. Near-field pulsed-response properties - Planar Arr@ys= 47 x 47). (a)
Plots of W C (sin (6)) for different non-overlapping/dense arrays with unifocirgular
apodization and plot of the normaliz&dy (u, v) in correspondence withbf A (e2" 3™

[(2209, 1105, 552, 1104)-AD.S] - Uniform apodization, §) A =’ hoy [(2209 1105,552,1104)-

ADS] - Circular apodization,d) Dense layoutV = 47 x 47 - Uniform apodization, and

(e) Dense layoutV = 47 x 47 - Circular apodization. Aperture size3)\ x 23\.

e Figure 13. Near-field pulsed-response properties - Planar Artagots of @) PSLyr
[dB] versusISLR [dB] and @) PSLyr [dB] and ISLR [dB] versusNA for ADS
arrays P = Q; (a) P = 17, 23, 31, 47, 61, 71; (b) P = 47] with uniform and circular

apodization and representative samples of reference taybj

o Figure 14. Near-field pulsed-response properties - Planar Arrgys = 7 [rad]). Be-
haviour of PS Ly [dB] (a), ISLR [dB] (b), and BWWy, [deg] (c) versus steering anglg
for ADS arrays [P = () = 47] and for reference filled layouts, with uniform and circular

apodization.

e Figure15. Near-field pulsed-response properties - Planar Arrgys= 7 [rad]). Plot of
the normalizedVp(u, v) in correspondence with (=" ") [(2209, 1105, 552, 1104)-
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ADS] with circular apodization ford) 6y = —7%, (0) 6y = 7, (€) 6o = —F, (d) 6y = F,

(&) b=~ (1) b = .

TABLE CAPTIONS

e Tablel. Far-fieldC'WW-response propertie€losed-form expressions for ti#&S L bounds

of ADS-based layouts.

e Tablell. Near-field pulsed-response properties - Planar Arrpys= Q, P = 7, 23, 47].
Values of the descriptive indexeBW, ISLR, PSLyr).

e Tablelll. Near-field pulsed-response properties - Planar Arrpi/s= (Q = 48]. Values

of the descriptive indexed3\W, ISLR, PSLyF).
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Figure6 - G. Oliveri et al., “ADS-based Array Design for 2D and 3D Ultrasound Imaging”
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P=Q=23, K;=264, Kz=265
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Figure7 - G. Oliveri et al., “ADS-based Array Design for 2D and 3D Ultrasound Imaging”
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P=Q=47, K{=1105, Kz=1104
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Figure8- G. Oliveri et al., “ADS-based Array Design for 2D and 3D Ultrasound Imaging”
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Figure9 - G. Oliveri et al., “ADS-based Array Design for 2D and 3D Ultrasound Imaging”
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Figure 10 - G. Oliveri et al., “ADS-based Array Design for 2D and 3D Ultrasound Imaging”
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P=Q=23, K;=264, Kz=265
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Figure1ll - G. Oliveri et al., “ADS-based Array Design for 2D and 3D Ultrasound Imaging”
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P=Q=47, K;=1105, Kg=1104
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Figure12 - G. Oliveri et al., "ADS-based Array Design for 2D and 3D Ultrasound Imaging”
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Figure15- G. Oliveri et al., “ADS-based Array Design for 2D and 3D Ultrasound Imaging”
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Design P=Q@Q NC NT NR BWg[deg] BWyy[deg] BWso[degl ISLR[dB] PSLyr [dB]
Dense, square 7 49 49 49 13.52 24.86 *) —22.5 —-17.5
Dense, circular 7 37 37 37 15.12 27.67 *) —19.2 —-14.1
(49,25,12,24)-ADS 7 0 25 24 13.98 25.95 *) —28.9 —16.5
(49,25,12,24)-ADS, circular 7 0 19 18 15.64 28.87 *) —-36.1 —-13.2
Dense, square 23 529 529 529 4.18 7.90 39.7 —-17.3 —41.3
Dense, circular 23 421 421 421 4.69 8.47 23.49 —16.8 —49.7
(529,265, 132,264)-ADS 23 0 265 264 4.23 7.96 108.69 —-04 —40.8
(529,265, 132,264)-ADS - circular 23 0 211 210 4.69 8.47 44.5 —-1.1 —46.4
Dense, square 47 2209 2209 2209 2.00 3.66 18.67 —16.7 —53.6
Dense, circular 47 1741 1741 1741 2.29 4.01 11.17 —-16.3 —68.6
(2209, 1105, 552,1104)-ADS 47 0 1105 1104 2.00 3.66 18.67 —-2.8 —53.6
(2209, 1105, 552,1104)-ADS, circular 47 0 871 870 2.29 4.06 12.03 —2.5 —60.1

(*) Computation not feasible sindd C (sin (0)) doesn’t reach-50 dB.
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Design P=@Q NC NI NR BWgldeg] BWy[degq] BWjso[deg] ISLR[dB] PSLyr [dB]
Dense, square 48 2304 2304 2304 1.83 4.52 18.27 —17.0 —54.0
Dense, circular [1] 48 1804 1804 1804 2.03 3.81 10.82 —16.9 —69.6
VERN [1] 48 48 421 208 2.05 3.83 10.65 —-3.8 —-39.9
BIN [1] 48 0 447 447 2.05 3.84 11.34 7.1 —51.6
POL [1] 48 0 484 361 2.25 4.15 8.10 7.0 —48.5
Diag2 [1] 48 396 877 296 2.05 3.84 11.09 —13.3 —60.0
DP [1] 48 428 880 880 2.05 3.85 11.21 —14.4 —62.5
DiagDP [1] 48 208 606 606 2.02 3.79 10.65 —12.2 —574
Rad4 [1] 48 69 533 373 2.21 4.11 12.66 2.7 —56.9
Rad3 [1] 48 221 821 933 2.13 4.00 11.63 —-1.7 —63.4
ImpR3[1] 48 551 821 1104 2.12 3.97 11.72 —7.6 —63.7
ImpR4b [1] 48 484 964 780 2.23 4.14 12.17 —-7.8 —64.9
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