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Time Modulated Planar Arrays - Analysis and Optimization

of the Sideband Radiations

L. Poli, P. Rocca, L. Manica, and A. Massa

Abstract

In this paper, the minimization of the power losses due toesitdd sideband radiations
in time-modulated planar arrays is dealt with. A closed¥axpression for evaluating the
total power wasted in the sideband radiations is obtainetdexploited to design a new
procedure based on a Particle Swarm Optimizer for the syistlu# the pulse sequences
devoted to control the array time-modulation. A set of repreative results is reported and

analyzed to assess the effectiveness of the proposed approa
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1 Introduction

After the work by Shanks and Bickmore [1] proposing the timendin as an additional degree
of freedom for the control of the radiation characteristésan antenna system and the first
prototype of a time-modulated array for the generation @fatbw sidelobe patterns in [2],
the synthesis of time-modulated {/) arrays has received a renewed interest in recent years.
Different numerical approaches dealing with both lineaays [3]-[8] and planar arrangements
[9]-[12] have been proposed. Time modulation has provedet@ lsuitable synthesis tech-
nigue in several applications ranging from sum and diffeeeentennas [7] and phase switched
screens [13] up to airborne pulse doppler radars [8]. As demaf fact, the improved flexi-
bility of the antenna design which allows to generate sé\eterns with different shapes [7]
and sidelobe levelsS(. L) [2] without the need of changing the static excitations a#l as the
possibility to synthesize patterns while keeping very loymamic range ratios [11] represent
non-negligible advantages of the time-modulation strat8&gme experimental prototypes have
been also recently built and tested in [6][13]. Besides tlnm@rical analyses and the experi-
mental validations, a detailed mathematical descriptioth® key antenna parametersim/
arrays (e.g., gain and directivity) has been also presdatgadt|[15].

The main disadvantage @fM arrays is related to theiddeband radiation$S B Rs) due to the
losses in the integer harmonics of the modulation frequgh6y. To avoid this drawback,
different optimization algorithms aimed at minimizing teeleband levelsSBLs) (i.e., the
peak levels of the harmonic radiations) have been used. ogppes based on the Differential
Evolution (DF) [3], the Simulated AnnealingyA) [5], and the Genetic Algorithm® A) [6]
have been successfully applied. A different strategy aetiptptime sequences with arbitrary
switch-oninstants has been also presented in [16]. However, due tobetlney computational
burden for the computation of the harmonic patterns andubesssive evaluation of theB Ls,
the optimization has been usually limited to the first harrondarms [3][4][5]. Recently, a
simple closed-form relationship of the total power asdedao theS B Rs, derived in [15] for

T M linear arrays, has enabled an easy and complete computétioa power losses.

This paper is then aimed at firstly extending the mathemaicenulation in [15] to planar

arrays where the losses at the harmonic frequencies arenemenrelevant due to the larger



number of elements usually involved. Successively, amapétion procedure based on a Par-
ticle Swarm OptimizerPSO) [17] is used to fully exploit the analytic expression of th& Rs

for minimizing the power losses.

The outline of the paper is as follows. The radiation of timedulated planar array§'(/ P A)

Is mathematically described in Sect. 2 where a closed-fetationship for the5 BRs is deter-
mined and minimized by means of&50. In Sect. 3, a selected set of results from an extensive
set of numerical simulations is reported and discussedatida#ly, some conclusions are drawn

(Sect. 4).

2 Mathematical Formulation

Let us consider a planar array with x N elements displaced on a regular grid along.they

plane. Thestaticset of element excitation$ = {a,,,; m =0,... M —1,n=0,..,N — 1} is

modulated by means of periodic rectangular pulse funcemerated by? F' switches inserted

into the antenna feed network to obtaiynamicexcitations. The array factor is then given by
M—-1N-1

AF (0’ gb’ t) — ejwot Z Z Qo G (t) ejﬁsine(mm cos ¢ty sin @) (l)

m=0 n=0
wherez,, = m x d, andy,, = n x d, denote the location of then-th array element; = < is
the free-space wave numbeg, andc being the carrier angular frequency and the speed of light
in vacuum, respectively. Moreover, the time behavior of #¥€ switches is mathematically
modeled through the functiog,.,, (t) = gm. (t +¢1},), i and T, being an integer value and
the modulation period, respectively. As for the linear ¢asech a periodic function can be

expressed in terms of its Fourier coefficients

Gon 1) = D G, m=0,.,.M —1,n=0,...,N —1 (2)

h=—00

wherew, = %—’; andG,,,., is a real quantity if,,,, (¢) is considered to be

1 if O<[t| < lme
Gmn (1) = ’ (3)
0 otherwise



equal to

T/2 —jhwptd
mnh - gmn t. (4)
T —Tp/2

Thanks to this expansion, the array factor (1) results a satiom of infinite harmonics [15],

AF(Hv ¢, t) = th ooAFh( ,gb’ t)’ where
M—-1N-1

AR(0.6) = 3 5 apimpeinsan o o
m=0 n=0

is the pattern at the working frequency & 0), beingr,,, = = = G,,.0, and theh-th

TP
harmonic term is given by
. Mil Nil . . .
AFh(H, gb,t) — ej(w-l—hwp)t Z Z amnGmnhejﬁsme(xm cos O+yn smqb). (6)
m=0 n=0
The power radiated by AM P A defined as
Tp/2 27 7 9
Pror = / / / Re [AF(6, 6, ))2 sinfd6do| dt )
T 1,72 Vo Jo
turns out to be equal to
2r pm ] X 9 .
Pror = /0 /0 3 > |pn(0, )| sinfdde (8)
h=—oc0

whereu, (0, ¢) = XML SN o, G e? 5 0@m cosdtynsing) [while the power losses associ-

ated to the sideband radiations are given by

Pspn = 5 / ” / |Mh &) sinfdodo. )

Since|un (0, )| = pn(0, @) [1un(6, ¢)]* and taking into account the following relationship from
[15]

Z GmnhGrsh - AT;Sn — TmnTrs (10)
h=—00,h#0

whereA7r!s = 7, if 7, < 7.5 aNdAT]? = 7, otherwise, Equation (9) can be rewritten as

follows

%Fﬁgggg%mm}@V—% )

m=0 n=0 r=0 s=0 ﬁ\/ xm - xr + (yn - ys)2

(ATmn,rs - TmnTrs)

(11)

after simple manipulations detailed Appendix.



For square ' x N) planar arrays, Equation (11) simplifies

PSBR =27 Zm n=0 [|amn|2 7_mn(]- - Tmn)} +

N-1 _ _ 2
+27 Z Re{amnay} " (ﬁ\/ oo o ) ) (ATrn = TinTrs)
m,n=0, (r,s)#(m,n) ﬁ\/ xm - xr + (yn - ys)2

2.1 PSO-based Power Losses Minimization

The analytic form ofPsgr [EQ. (11)] enables a computationally-efficient optiminatiof the
power losses if' M PAs. Towards this end, the problem unknowns aredtagic excitation
coefficients, A = {a,n; m=0,...M —1,n=0,...,N — 1}, and the set ofwitch-on times

={7m; m=0,...M—1,n=0,.. N —1}. Letus assume a fixed setsihticexcitations,

=

A = A. Therefore, the use of time-pulses would allow an initiatgra (generated by the
static excitation distribution) to be reconfigured by thedrion of the on-off switches between
the generator and the array elements, avoiding a new feeudtitwgork design that would be
necessary if time-modulation were not applied.

The minimization of the losses is then recast as the solafi@an equivalent optimization prob-

lem mathematically formulated in terms of the following thsiction
|SLL - SLL (Tk)] P (1)
WSBR A~
\SLL\ Pror (1)

U {1} = wsp H |SLL — SLL (z,)] (13)

and aimed at defining the optimal sg}, at the convergence of an iterative procéssging the
iteration index. Moreover(-) is the Heaviside step function, whiles;;, andwsgg are real
and positive weights. The first term in (13)5; ., penalizes quantifies the mismatch between
the sidelobe level generatedfat= 0 by 7, SLL (1), and the desired one&LL, whether
SLL(z;) > SLL. It acts like a constraint of the minimization of the powesdes forced by
the other term spx.

Since the unknown set; is real-valued, the minimization of (13) is carried out byans of a
Particle Swarm OptimizerKSO) [17] whose implementation is detailed in [18]. The itevati

process stops when a maximum number of iteratins reached or at the stationariness of



.....

the value ofU)”" = W {zzpt}, P = arg {min8:1 s [\If (zﬁf))]}, S being the number of

particles/agents of the swarm.

3 Numerical Results

A set of representative results is here reported to showdtenpalities of the proposed method
for the synthesis of'M P A with reducedS BRs. The first example deals with a planar array
having circular contour, while the second one is concernigdd thve synthesis of a rectangular
arrangement. As regards ti& O, the control parameters have been set to the values denived i
[18], namelyw = 0.4 (inertial weight),C; = 2.0 (cognitive acceleration coefficient), = 2.0
(social acceleration coefficient).

In the first example, the array elements are placed on a reguthof dimensionN x M =

20 x 20 with inter-elements spacing equaldp= d, = 0.5\ and the antenna contour has radius
r = b\, A = T} being the free space wavelength. Thus, the number of radiatray elements
amounts td. = 316, while the otheB4 elements laying outside the circular contour are deleted
from the grid (i.e.,a.,, = 0). Starting from a set oftatic excitationA obtained through the
sampling of the Taylor distributionS(.. = —30dB, n = 6 [19]) and affording a pattern with
SLL = —29.25dB [20] and because of the quadrantal symmetry of the arrayitacthre, a
quarter of the total number of elements, = 79, has been optimized for the synthesis of a
broadside pencil beam pattern. The cost function (13) hes ben minimized with a swarm
of S = 30 particles. The valu§LL has been set te40 dB and the weight coefficients have
been heuristically tuned tos;,;, = 2 andwsgr = 1. Moreover, K = 2000 iterations have
been considered and, at the initialization, #vatch-on timesave been randomly-generated
with uniform probability within~(?) € [0, 1], ¥(m, n).

The normalized power pattern generated at the centraldérexyus shown in Fig. 1. The level of
the secondary lobes is reduced of alntéB (SLL,,, = —37.8 dB) compared to that afforded
with the static excitations and the power wasted $tB Rs amounts t0Psgr = 13.2% of the
total input power. ThePSO-optimized pulse sequengg,, is reported in Fig. Z) together
with the distribution of the static excitations [Fig.d.

For completeness, the behavior of the cost funciligiti along the iterative optimization process

7



is shown in Fig. 3, while the patterns at the firigt| (= 1) and the second/{| = 2) harmonics
are shown in Fig. 4) and Fig. 4b), respectively.

The second test deals with a square array witbx M = 10 x 10 elements located on the
same grid of the previous example. In this case,sfa¢ic element excitations are uniformly-
distributed: ., = 1, ¥(m,n). The array factor ak = 0 can be expressed either through (5)
or, assuming theeparable distributiomondition for the dynamic excitations, as the product of

the array factors of two linear arrays df and N elements along the andy axes, respectively

M-1 N-1
AF()(H, gb) — Z ameejﬁmmsinecosqb Z anTnejﬁy"sinesznqﬁ. (14)
m=0 n=0

Moreover, the following relationships hold true

Um0 Tmo QonTon
ATy = y OnTpn = (15)

Qoo To0 Qoo To0

m=20,..,.M—1andn=0,...,.N — 1.

The number of unknowns in the non-separable case [Eq. (BYjual toU = 25 (i.e., a quarter

of the total number of elemenfs = 100), while the separable case [Eq. (14)] considers only
U = 10 variables. As regards the optimization, a swarny ef 15 particles has been used with
a maximum number of iterations equalko= 1000. Moreover, the constraint on the sideband
level has been set 8L = —20 dB.

At the end of thePSO-based optimization, the patterns in Figapand Fig. 56) have been
synthesized for the non-separable caS& ) and the separable on8 D), respectively. The
level of the sidelobes is equal 8. Lysp = —19.6dB andSLLsp = —19.4 dB, respectively.
Moreover, the secondary lobes behave differently (Fig. A5.expected, higher levels verify
along the orthogonal axis of the array (i.e., thandy axes) in correspondence with the sepa-
rable distribution [Fig. 3¢)]. On the contrary, the energy wasted outside the main Isb&ore
uniformly-distributed within the visible range in Fig.&(

The optimized time-sequences are shown in Fig. 6. More iaild&tigure 66) shows thad
among25 elements are switched-off, while tlssvitch-on timeof the separable distribution
[Fig. 6(b)] satisfy (15).

Thanks to the larger number of degrees of freeddims = 25 vs. Usp = 9), the power losses



in the SBRs result lower tharl% (i.e., Pspr = 2.8%), while they rise tdPspr = 11.1% for
the pattern synthesized with the optimized separablehligton. The non-negligible reduction
of Pspr has also a positive effect on tl¥&3 Ls of the harmonic radiations. Figure 7 shows the
patterns generated by the pulse sequence in Figs-6@f) at the first (k| = 1) [Figs. 7@)-(b)]
and the second/| = 2) [Figs. 7(€)-(d)] harmonic terms. Th& BLs of the patterns generated
optimizing Uysp = 25 elements [Figs. &)-(c)] are much lower than those obtained when
Usp = 10 [Figs. 70)-(d)]. More specificallySBL%D = —31.8dB vs. SLLES% = —20.2dB
and SBL%)SD = —33.1dB vs. SLL?Z)) = —22.9dB. For completeness, the values of the
SBLs untilh = 20 are reported in Fig. 8.

As far as the iterative minimization is concerned, the cogwece has been yielded in the sepa-
rable case only aft&d26 iterations, while the maximum number of iteratiods & 1000) have
been necessary otherwise to get the final solution becautte afider solution space to be

sampled during the optimization.

4 Conclusions

In this paper, the minimization of the power losses in timedolated planar arrays has been
carried out by means of an effectiveSO-based optimization strategy thanks to the definition
of an analytical closed-form relationship that allows a@ienand complete computation of
the power losses in the infinite sideband radiation pattefine obtained results have shown
the effectiveness of the proposed method as a reliablenattee to other approaches aimed at
optimizing theS BLs at the first harmonic terms. The use of either separable@mdeparable
coefficient distributions has been also analyzed to pointttvat the sideband radiations can
be effectively reduced exploiting a larger number of degmfefreedom, but at the cost of an

increased computational burden.

Appendix

The solution of the integral in Eq. (9) is here derived.



The integral can be rewritten as

I= / " Ipsinfde (16)
0

where

]9 _ /.7T ej(acos¢+bsin¢)d¢ (17)
beinga = fsind(x,, — z,) andb = Bsind(y, — y,). By considering the Euler relationships

(€j¢ + efjaﬁ) ) (em _ e—m)

bsing =
acosp + bsing = a 5 3

= va?+ b%sin [gb + atan (%)] (18)
and after simple mathematical manipulations, it can begutdkiat

[0 _ /7r ej‘/a2+b2 sin[¢+atan(%)]d¢ (19)

whose closed-form solution in terms of Bessel functioneguwut to be [21]

Iy = 2nJy(Va? + b?). (20)

Therefore, Equation (16) reduces to

[=2n / " (Va1 1)singdd (21)
0

or in its explicit form [22]

J— SZTL (ﬁ\/ - xr Yn — ys)Q) . (22)

(ﬁ\/ Tm — xr + (yn ys>2)
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FIGURE CAPTIONS

e Figure 1. Circular Aperture(N = M = 20, L = 316, Taylor [19] SLL = —30dB,

n = 6) - Normalized power pattern at the carrier frequenicy=0).

e Figure 2. Circular Aperture(N = M = 20, L = 316, Taylor [19] SLL = —30dB,
n = 6) - Distribution of @) the optimized switch-on times,,, and p) the static element

excitations.

e Figure 3. Circular Aperture(N = M = 20, L = 316, Taylor [19] SLL = —30dB,

n = 6) - Behavior of the cost function terms during the iterati80O-based optimization.

e Figure 4. Circular Aperture(N = M = 20, L = 316, Taylor [19] SLL = —30dB,
n = 6) - Normalized power patterns at)(the first ¢ = 1) and ) the second/{ = 2)

harmonics.

e Figure 5. Rectangular Aperturd N = M = 10, L = 100, a,,, = 1) - Normalized
power patterns at the carrier frequengy= 0) for (a) the non-separable case amjl the

separable one.

e Figure 6. Rectangular AperturéN = M = 10, L = 100, «,,,, = 1) - Distribution of the

optimized switch-on times, , for (a) the non-separable and)(the separable cases.

opt

e Figure 7. Rectangular Aperturd N = M = 10, L = 100, a,,, = 1) - Normalized
power patterns ataj(b) the first (x| = 1) and €)(d) the second || = 2) terms in
correspondence withaj(c) the NS D case andk)(d) the SD one.

e Figure 8. Rectangular Apertur¢ N = M = 10, L = 100, «,,, = 1) - Behavior of the
sideband levels§ BL™, h € [0, 20], of the solutions synthesized in th&SD and the

S D cases.
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