UNIVERSITY
OF TRENTO

DIPARTIMENTO DI INGEGNERIA E SCIENZA DELL’INFORMAZIONE

38123 Povo — Trento (ltaly), Via Sommarive 14
http://www.disi.unitn.it

PATTERN SYNTHESIS IN TIME-MODULATED LINEAR ARRAYS
THROUGH PULSE SHIFTING

L. Poli, P. Rocca, L. Manica, and A. Massa

January 2011

Technical Report # DISI-11-074







Pattern Synthesisin Time-Modulated Linear Arrays through

Pulse Shifting

L. Poli, P. Rocca, L. Manica, and A. Mas$dember, IEEE

ELEDIA Research Group
Department of Information Engineering and Computer S@enc
University of Trento, Via Sommarive 14, 38050 Trento - Italy
Tel. +39 0461 882057, Fax +39 0461 882093
E-mail: andrea.massa@ing.unitn.it,

{lorenzo.polj paolo.roccaluca.manica@ disi.unitn.it

Web-site:http://www.eledia.ing.unitn.it



Pattern Synthesisin Time-Modulated Linear Arrays through

Pulse Shifting

L. Poli, P. Rocca, L. Manica, and A. Massa

Abstract

In this paper, an innovative approach for the synthesisnoétmodulated linear array an-
tennas is presented. The switch-on instants of the timedfatall elements are taken into
account as additional degrees of freedom to optimize ttaygrattern. Towards this end,
a technique based on a Particle Swarm Optimization is pempts fully exploit the de-

pendence of the sideband radiations on the shift of the tunlgep. A set of representative
results are reported to assess the effectiveness of theggdmpproach as well as its flexi-

bility.
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1 Introduction

The use of time-modulated antenna arrays for the synthégiatterns with low and ultra-low
sidelobes has been first investigated by Kumeteal. in [1]. By exploiting the time as an
additional degree of freedom for the synthesis [2], a setfo§Ritches has been used to enforce
a time modulation on the element excitations [3][4]. Thegboisity of reconfiguring the ar-
ray pattern by simply adjusting the on-off switching sequeerdentifies this strategy as a good
candidate to deal with time-varying wireless scenariosweiger, the generation of undesired
harmonics [i.e., the so-called “sideband radiatiortsRf] represents a non-negligible drawback
because of the loss of radiated energy. In order to propedyess such an issue and improving
the efficiency of the approach with respect to the resultd jnquitable evolutionary optimiza-
tion algorithms have been recently considered [5]-[11]5lrand [6], the sideband levebB L)
has been significantly reduced through the optimizatiohefstatic-mode” coefficients as well
as of the durations of the time pulses by means of a DiffeaéBtrolution (D E) algorithm. A
similar D E-based technique has been successively adopted in theesigmti moving phase
center antenna arrays for radar applications [7][10] topsegs the sideband radiations and to
increase the passband of the receiver. Moreover, a Sinduksteealing § A) technique has
been used in [8] to minimize the sidelobe levBl(L) at the carrier frequency as well as the
SBL of a time-modulated array with uniformly-excited elemen®s different time schema
has been successfully exploited in [11], where the modargtieriod has been quantized into
shorter time steps and the on-off sequence optimized by sn&faanGenetic Algorithm@ A).
Although significant contributions in dealing with time mddtion have been proposed, it
should be also noticed that an implementation based onrfgeaitworks with uniform distri-
butions and the possibility of reconfiguring the beam patfgst modifying the on-off sequence
of a set of RF switches have been only partially investigatetifew applications envisaged. As
a matter of fact, to the best of the authors’ knowledge, thtesbf-the-art literature is limited
to the synthesis of compromise sum and difference pattdjsgnd only recently a prelimi-
nary discussion on the features of the use of different witcschemes has been presented in
[13]. In such a framework, this paper is aimed at analyzing faly exploiting some issues

previously only partially addressed in [13]. Starting fréime mathematical proof that tit&R is



a function of the “switch-on intervals” (i.e., the durat®af the rectangular time pulses of the
time modulation sequence), likewise the pattern shapesdiutidamental frequency [1][5][8],
but also of the switch-on instants (i.e., the time instartgemvthe RF switches commute from
open to short circuit), the optimization of the switch-ostents of the array elements is prof-
itably performed for pattern synthesis purposes. Towdridsand, two different synthesis prob-
lems will be addressed by acting on the switch-on instarte. first one is concerned with the
minimization of theS BL, while generating a desired pattern at the carrier frequedotwith-
standing the non-negligible advantage of generating wieafgattern at the working frequency,
it is well known [14] that the power losses due to the unavolie@resence of the harmonic ra-
diations still remains whether only the optimization of 8watch-on instants of the time pulses
(i.e., a pulse shifting in the period of the time sequenc&ken into account. Therefore, the re-
duction of the power losses caused by e is successively addressed by contemporaneously
tuning during the synthesis process both the pulse dusatiod the switch-on instants.

The outline of the paper is as follows. In Section 2, the theditime-modulated linear arrays
is briefly summarized and some more details on the dependsgrbe radiated pattern on the
switch-on instants are given. Section 3 is devoted to theamiaal analysis. More specifically, a
set of representative results concerned with§lig, minimization while synthesizing a desired
pattern at the carrier frequency is shown in Sect. 3.1. Magedhe minimization of the power
losses is also performed (Section 3.2) still exploitingefects of the pulse shift on the synthe-
sized pattern to further point out the effectiveness andikty of the proposed methodology.

Eventually (Sect. 4), some conclusions are drawn.

2 Mathematical Formulation

Let us consider a time-modulated linear arrdyM L.A) composed byV identical elements
equally-spaced af along thez axis. The spatial distribution of the array elements is aged
to be symmetric about the origin and the periodic on-off tsequence¥, (t),n = 0,..., N—1,
which modulate the array element excitations, are obtabyetheans of on-off RF switches.

The arising far-field radiation pattern can be expressedl&ss [1]



N-1
F (9, t) = e (9) 6jw()t Z anUn (t) 6jkndcos€ (1)
n=0

wheree, () andw, = 27 f, denote the element factor and the central angular frequeecy
spectively. Moreoverk = i—’or is the background wavenumbey,= {a,,, n =0, ..., N — 1}, is
the set of static and complex array excitations, anblicates the angular position with respect
to the array axis. The functioti, (¢) [Fig. 1] is assumed to have a period equal}cand it is

mathematically described as

1, ¢ <t<t’
U (t) = 2)
0, otherwise

where0 < ¢/, <t <T,. Moreover, the conditioff}, > T, = f_10 is supposed to hold true [14].
Because of the periodicity @f, (¢), its Fourier representation turns out to be

U, (t) = i Uppe? vt (3)

h=—o00

where theh-th Fourier coefficientsy,,,, is given by

1 /T .
= [ U () et (4)
T, Jo

2

Wp = 27Tfp = T_p

By considering isotropic radiators, [i.e, () = 1] and without loss of generality of the arising

conclusions, the radiated far-field pattern turns out toll#g [

00 N-1 00
F(Q,t) _ Z [Z ahnejkndcose‘| 6j(hwp+wo)t _ Z F, (6’,1&) (5)

h=—oc0 Ln=0 h=—o0
whereay,, = a,tup,, n =0,...,N — 1.
With reference to (5), the beam pattern at the carrier fraque, depends on the-th order
coefficients [1][5][8]

Ao, = Qplgy , N =0,..N —1 (6)

whereu, is the0-th order Fourier coefficient [Eq. 4/ = 0] equal to

1
ton = - /O U, (t)dt = 7, @)

T = % being the normalized-th time pulse duration. It is worth noticing [Eq. (6)] that,

when the values of the complex static coefficients,n = 0,..., N — 1 are fixed, the pattern



generated at the fundamental frequenky=€ 0) is only function of the pulse durations,,
n =0,...,N — 1. Accordingly, it is possible to synthesize a desired pafté} (0,1), different
from the “static mode” (i.e., the mode generated by the st@tcitation setA), by simply
enforcing a suitable on-off time sequence to the statiyaxaitations such that,, 7, = aq, V),
n=0,..,N —1, ap, being then-th target excitation.

Unfortunately, the radiation patterns at the harmonic frequencies havaigant components
in the boresight directioh[13]. In order to cope with such a drawback, unlike actindyoon
the pulse duratiom, [8], a different approach must be adopted in order to redne& 3L, as

well. Towards this purpose, let us observe that the sidebadlidtion coefficientsi{ # 0)
a, 6—jhwpt;1 . e—jhwptg
= ( ) ,n=0,...,N—1, (8)

Apn = 777

T, Jhwy

can be also expressed, after simple mathematical manimsags follows

/
—jmh (Tn+2;—’;)

ayTysine (Thr,) e if 0< % <(1—-m)

o= 3 fsinfen (1= )]0 8)s I
— if (l-m)<pg <1
sin [ﬂ‘h (% + 71, — 1)} e_]ﬂh(T_erT"_l)}

Such an expression points out that the coefficients relatdget undesired harmonic radiation
depend on the pulse durations n = 0, ..., N — 1, analogously to the fundamental frequency
counterparts [Eq. (6)], but also on the switch-on time in&a’,, n = 0,..., N — 1. Thanks
to this property, it is possible to spread the power asseditd theS R as uniformly as pos-
sible over the whole visible angular space above the antérealowering the levels of the
undesired harmonics along the boresight direction) by ikegiher,, n =0, ..., N — 1, values
and optimizing the pulse shift§, n = 1,..., N [Fig. 1(b)]. Accordingly, a suitable strategy
based on a Particle Swarm Optimizét{O) [15][16] is used to minimize the following cost
function ¥ that quantifies the mismatch between the user-defined siddbeel,SBL"/, and

the sideband level§ BL™ = SBL (wy + hw,), h = 1, ..., 00, of the synthesized pattern

U(©)lgg = T {H [SBL - SBLO (0] [AG, ()

2} (10)

(1) Under the condition thatrg (an) = arg (Goy) sincer,,,n =0,...,N — 1 are real-valued quantities.



whereA [, (t) = SEE_SBLOW) wr— fyr - —0,.., N =1}, T = {r,; n = 0,.., N — 1},
andH (-) stands for the Heaviside step function.

On the other hand, when the constraint of exactly matchiegi#ssired pattern af,, £, 0,1),

is relaxed [e.g., the synthesized pattéi(¥, ¢) is required aff, to fit the desired one in terms of
SLL and main lobe beamwidtB 1], itis still possible to profitably exploit the “pulse shiig”
paradigm by tuning the pulse durations, n = 0,..., N — 1, as well, to reduce the power

losses of the5 R together with the correspondingB L. Towards this end, the optimization is

reformulated by defining the following matching functiomaeposed by three terms

U, T) = tors {H[Dser (T)][Asre (T) |+ s {H [Apw (T)][Apw (T)]*} +

0o h h 2
cosan s (1[50, 1] |58, @1
(11)
ref _ ref _
whereAg;;, (T) = ST and A gy (T) = VBV Moreover, disir, Ypw,

1spr, are real-valued weighting coefficients.

3 Numerical Results

In this section, a set of representative results are regpddepoint out the effectiveness and
flexibility of the proposed methodology. The numerical dalion is subdivided into two parts.

The first one (Sect. 3.1) is aimed at illustrating the efficienf the pulse-shift technique in

minimizing theS B L. Towards this end and for comparative purposes, the ilitist test cases

have been chosen among those already considered in thelpedbliterature. In the second part
(Sect. 3.2), the examples under analysis are concernedowiththeS B L minimization and

the SR power reduction.

3.1 SBL Reduction with Fixed Power L osses

With reference to an array aVv = 16 %-spaced elements, let us consider the problem dealt
with in [13] and concerned with the synthesis at the carriegdiency of a Chebyshev pattern
[17] with SLL = —30dB [Fig. 2(a)] starting from the “static mode” (i.e., the beam pattern

generated by the uniform excitation s&t’) = {a,, = 1; n =0, ..., N — 1}). Figure 3@) gives
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a pictorial representation of the switching sequence ®sied in [13] by acting ofl’. As
expected [EqQ. (6)], the durations of the time pulses arelgqube values of the samples of the
normalized Chebyshev distribution [17] (i.&,= T pc¢).

However, even though the reference patterfj & exactly matched, the harmonic content along
the boresight direction is non-negligible [Fig.b¥k In order to cope with this drawback, the
pulse-shifting technique has been then used as describ®dcin 2. Accordingly, the set
(beingT = T p¢) has been optimized by choosiS@B L™/ = —25 dB and minimizing the cost
function in (10) with~ = 1 since the power losses associated to higher harmonicsasecre
faster [14]. Towards this purpose,/a50O with I = 10 particles and a standard setting [18] of
the control parameters (i.ev, = 0.4 andC; = Cy = 2; w, C1, andC5 being the inertial weight
and the cognitive/social acceleration terms, respegfiveds been used.

The PSO-optimized pulse sequence is shown in Figh)3(Moreover, the radiated patterns
are displayed in Fig. 4 and compared with those from [13] ufh®osecond harmonic mode.
As it can be observed, th€BL ath = 1 is equal toSBL%O = —19.50dB and its value
results more thaifi d B below that in [13] (i.e.SBL%)C = —12.40 d B). Moreover, although the
harmonic frequency: = 2 is not directly involved in the optimization process, itrigrout that
SBL%O = —21.70dB vs. SBL(Dzzj = —18.30dB. For completeness, the comparison in terms
of maximumS BL of the harmonic patterns is extended to higher orders (Fjg.lt5s worth
noticing that over0 harmonics29 PSO-synthesized patterns ha¥&3 Ls lower than those
generated by the pulse configurati@n, in [Fig. 3(@)] since only the casé = 16 presents

a SBL worse of almost dB. Such a result further confirms the intrinsic “robustnessthe
pulse shifting methodology.

As regards the energy wasted in th& and independent from pulse shifting, the loss of energy
amounts to th&5.2% of the total input power [14] and th&B Ls results greater than the side
lobes of the desired Dolph-Chebyshev pattefih . = —30 dB) at the carrier frequency. As a
matter of fact, since there is a trade-off (for a given angelatyout) between the desireéd. L
and beamwidth at = 0 and theS R, the SBL values can be be higher than théL as in this

case.

(2) 1t should be pointed out that more terms (ik.;> 1) might be considered in (10) to directly control the
SBLs of other undesired harmonic terms.



As far as the computational issues are concerned, the ltaivihe optimal value ofv (i.e.,
Uort — miny {mmi [\If (t’ik)\T:TDC} } i, being the index of the-th particle of the swarm at
the k-th iteration of the minimization process) and the correspog .S B L values are reported
in Fig. 6. As regards thé' PU-time, it amounts t@'4.16 [sec| to complete the whole number of
K = 1000 PSO iterations on & G Hz PC with1 G B of RAM, 6.6 x 1073 [sec] being the time
needed for a cost function evaluation.

The second experiment of this section refers to a scenagaqusly addressed in [8], where
an array of N = 30 elements spaced b= 0.7\ has been considered. In [8], by exploiting a
S A-based strategy, the s€thas been optimized (i.€I; = Ts4) by minimizing a suitable cost
function [EqQ. (5) - [8]] devoted to set the following consirs on the generated beam pattern:

SLL < —20dB andSBL"™ < —30dB,

h| = 1,2. Likewise the previous example, in order
to prove that keeping the same time-duration’Bey; (i.e., the same pattern at= 0), it is
possible to further lower th& BL by properly programming the switch-on instants of the RF
switches, the proposedSO-based algorithm has been applied.

The original [8] and the”SO-optimized time sequence are reported in Fig) &nd Fig. 76),
respectively. Moreover, Figure 8 shows the plots of theathin patterns synthesized with
the SA [8] and by means of th& SO algorithm at|h| = 1 and at the fundamental frequency
(h = 0). As it can be observed, the level of the sideband radiatiocorrespondence with
the first harmonic mode turns out to SGBLSZ1 = —30.05dB while SBL%O = —32.90dB
with an improvement of abowdB despite the reduced number of time modulated elements
(% < % M = 9 being the number of time-modulated elements). Furthermbisenoteworthy
that, thanks to the optimization df, it also resultsSBLg’gO < SBLg‘)‘, h > 1 [Fig. 9].
Concerning theS R, the amount of power losses turns out to be equal§d%.

For completeness, the behaviorbf* and the arisingg BL™ value versus the iteration index

k are shown in Fig. 10.

3.2 Joint SBL Minimization and SR Power Reduction

In order to assess the effectiveness of the pulse shiftidignique also in dealing with the

SR power reduction, let us consider the same benchmark of teedxample in Sect. 3.1,



but now optimizing the pulse durations, as well. Towards #@im, the cost function (11) is
adopted and the reference thresholds are sgfto/ = —30dB andBW "/ = 3.95° to obtain

a pattern with the same features of that afforded by the Citedbw coefficients, by keeping
SBL™*f = —25dB.

Figure 11 shows the pulse sequence synthesized by #e-based method when a swarm
of I = 20 particles has been run fd& = 1000 iterations. For comparison purposes, the
normalized powers related tf) and to the sideband radiations are analyzed and Figure 12
shows the results obtained when actingBr{13] and also ont’. As expected, there is a
reduction of the losses due to tls&? and an increasing of the radiation &twhen applying
the pulse shifting. It is worthwhile to point out that sucheathancement of the performance is
yielded without increasing the architectural complexityle system with uniform excitations.
For completeness, the patterns synthesized at the cagtgrdncy and wheh = 1, 2 are shown

in Fig. 13 and compared with those from the time-modulatidresne in Fig. 3).

As regards the computational costs, the computationaldmugdows since the number of un-
knowns double with respect to the case in Sect. 3.1 and thé@okpace of the admissible so-
lutions significantly enlarges. Moreover, the?U-time necessary to compute the cost function
value (11) of each particle is about twice that when oilyas optimized (Sect. 3.1). Con-
sequently, the total’ PU-time required to sample the solution space with a swarm of 20
particles amounts t262.01 [sec|, 1.3 x 1072 [sec] being the time-cost of a single evaluation of
U (t/,T).

Finally, Figure 14 gives some indications on the behavibte@three terms of the cost function

as well as of°r! throughout the iterative optimization process.

4 Conclusions

In this paper, an innovative approach for the synthesiswétmodulated linear arrays has been
proposed. The method considers the on instants of the tinsegas a suitable and further
degree of freedom in the synthesis process. Starting framb#sic principles of the pulse
shifting strategy, mathematically formulated accordioghe theory of time-modulated arrays,

the synthesis problem has been recast as the optimizatiampaiper cost function modelling

10



the mismatch between the actual pattern features and thredlesmes. BothSBL reduction
and SR minimization issues have been addressed and the minimnzatithe corresponding
cost function has been carried out by means 6f%0-based algorithm. A set of representative
results has been reported and discussed in order to assepsttntialities of the proposed
approach. The pulse-shift methodology has demonstratetio effectively when compared

to other techniques in dealing with examples usually careid in the state-of-the-art literature.
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FIGURE CAPTIONS

e Figurel. Time pulsewheng) 0 < = < (1 —7,)and @) (1 —7,) < tT—p < 1.

t,
T,
e Figure?2. Pulse Duration OptimizatiofL3] (N = 16,d = 0.5)) - (a) Static and reference

power patterns;k) Power patterns generated @t(h = 0) and in correspondence with

the harmonic terms = 1, 2.

e Figure 3. Pulse Shift OptimizatiofV = 16, d = 0.5)) - Element on-off time sequence:
(a) original [13] and b) optimized with theP SO-based approach.

e Figure 4. Pulse Shift OptimizatiogN = 16, d = 0.5)) - Original [13] and PSO-

optimized power patterns at= 0, 1, 2.

e Figure5. Pulse Shift OptimizatioflV = 16, d = 0.5)\) - Behavior of theSBL" when

h € [0, 30]. Original [13] andP SO optimized values.

e Figure 6. Pulse Shift OptimizatioWV = 16, d = 0.5)) - Behaviors of the optimal value

of the cost function°?*, and ofSBL™ versus the iteration index

e Figure7. Pulse Shift OptimizatiofWV = 30, d = 0.7)) - Element on-off time sequence:
(a) original [8] and ) optimized with theP SO-based approach.

e Figure 8. Pulse Shift OptimizatioQV = 30, d = 0.7)) - Power patterns af, (h = 0)

and when = 1: original [8] andP.SO-optimized plots.

e Figure 9. Pulse Shift OptimizatiofvV = 30, d = 0.7)\) - Behavior of theSBL" when
h € [0, 30]. Original [8] andP SO optimized values.

e Figure10. Pulse Shift OptimizatiovV = 30, d = 0.7)) - Behaviors of the optimal value

of the cost function°?, and ofSBL™ versus the iteration index

e Figure 11. Joint Optimization of Pulse Shifts and Duratio8 = 16, d = 0.5]) -

PSO-optimized element on-time sequence.
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e Figure 12. Joint Optimization of Pulse Shifts and Duratio@§ = 16, d = 0.5)) -
Normalized powers associated fo (h = 0) and to the sideband radiation's £ 0) for

pulse duration optimization [13] anblSO-based shift-duration pulse optimization.

e Figure 13. Joint Optimization of Pulse Shifts and Duratio®é = 16, d = 0.5)) - Power

patterns ab. = 0, 1,2: PSO-basedt’) and(t’, T') optimizations.

e Figure 14. Joint Optimization of Pulse Shifts and Duratio@§ = 16, d = 0.5)) -

Behaviors of the cost function terms during the iteratR&0O-based minimization.
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