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Synthesis of Multi-Beam Sub-Arrayed Antennas through an

Excitation Matching Strategy

L. Manica, P. Rocca, G. Oliveri, and A. Massa

Abstract

This paper presents an innovative synthesis proceduresigrdsub-arrayed antennas af-
fording multiple patterns. The approach is based on an ai@it matching procedure
aimed at generating one optimal pattern and multiple commes close as much as pos-
sible to user-defined reference beams. A suitable modificaif the K -means clustering
algorithm integrated into a customized version of the @prius partition method is used
to efficiently sample the solution space looking for the lmeshpromise excitations. A set
of representative numerical results is reported to giveesamdications on the reliability,

potentialities, and limitations of the proposed approach.
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1 Introduction

The synthesis of switchable multi-beam antennas has aleags/ed a great attention from the
scientific community because of the wide range of applicatid/lulti-beam antennas constitute
the radiating part of monopulse radar trackers [1] to deteenthe positions of moving targets
from the information collected by two different patternse(j a sum pattern and a difference
one). Furthermore, cellular base stations and commubitattellites are also equipped with
antennas generating multiple radiation patterns [2][3].

Multiple beams can be generated by means of reflector ardesmapped with multiple feeds
or using arrays of radiating elements. Nowadays, the latikrtion is preferred since it allows
the direct control of the illumination on the aperture, thecaonic steering of the patterns as
well as the lower costs.

Several analytical methods have been developed to deteetement excitations able to gener-
ate optimal sum patterns [4][5][6], difference pattern§g}, and patterns with arbitrary shapes
[9][10]. Unfortunately, the synthesis of a switchable am& affording multiple optimal pat-
terns implies the use of different and independent feedetgvorks. The total beamforming
network (BF'N) is usually characterized by a complex layout with a largenhar of active
elements and high implementation costs. It is often more@oient to define compromise so-
lutions with suitable trade-offs between costs and ragiegierformances. In this framework,
a-priori fixed excitation amplitudes and optimized phase distringifor the generation of each
pattern [11][12][13] as well as partially-shared apertufg4] have been considered. Another
alternative is the use of sub-arrayed antennas [15]. Thaesiés of the array are grouped into
clusters which are properly weighted to generate “best” mamise patterns. The price to
pay for the simplification ofBF N is an unavoidable reduction of the pattern performances
[16] to be limited thanks to a careful design of the sub-athpetwork and an optimization
of the sub-array weights. Different synthesis approacte® been proposed to generate a
single compromise beam pattern [17][18][19] and the desigaum and difference patterns
has been dealt with [20][21][22][23][24][25][26], as welin this latter, one pattern (typically
the sum pattern) is generated by means of optimal excitafoalytically-computed, while the
difference beam is obtained throughout the sub-arrdyedv. As regards sum-difference com-

promises, excitation matching strategies [20][25], apples based on evolutionary algorithms



[21][22][23][26], and hybrid techniques [24][27] have leesed.

Of course, the sub-arraying strategy can be also extendibe ®y/nthesis of multi-beam anten-
nas [28], but such a potential has not been yet deeply imagsti.By supposing the generation
of K + 1 patterns and exploiting the guidelines of [25], once thdatakons of themain pat-
tern have been set through the primary feeding netwéfksub-arrayed transmission lines can
be designed in a serial wagdrial approach). - Fig. 1(@)] to generate the sub-optimal beam
patterns. Whether on one hand the number of active elememézluced with respect to the
completeBF' N havingK + 1 independent transmission lines, the antenna manufagtoauld
still be impracticable or very complex due to the number afuit crossing. The use of a com-
mon sub-array feed network can further simplify the comijeaf the antenna desigmpérallel
approach|I - Fig. 1{)].

This paper deals with a synthesis method based on the paatioach for the design of multi-
beam antennas. More specifically, patterns are generated throughout a compromigsgVv
composed by a common sub-array, whereas the sub-array ts@ighindependently computed
for each beam. Likewise [25], the solution of the problemaatdhis formulated as the definition
of K compromise patterns close as much as possiblg reference beams by means of an
excitation matching strategy.

The paper is organized as follows. In Section 2, the probkemathematically formulated and
the adopted metric as well as the solution searching proeeahe presented. The results of
a set of representative experiments are reported in Seab. d@dcribe the synthesis process
(Sect. 3.1) and to assess the effectiveness of the propostbdn(Sect. 3.2). Finally, some

conclusions are drawn (Sect. 4).

2 Mathematical Formulation

Let us consider a uniform linear array of elements with inter-element distanée In order

to generate/l’ + 1 different beams on the same antenna aperture, the subreyr@chnique
[20] is considered. One pattern, calledhin patternis generated by means of a set of optimal
real excitationsd = {«a,; n =1,..., N}. The otherK compromise patternare obtained by
aggregating the array elements idgdasub-arrays and assignirig weights to each of them [Fig.

1(b)]. The K sets of compromise real excitatioBs”) = {bﬁf’; n=1,.. .,N}, k=1,.. K,
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are given by

{bk = cnqw ozmnzl,...,N;q:l,...,Q} k=1, K, Q)

wherec, € [1,Q)] is an integer index that identifies the sub-array memberstiipe n-th array
element to the-th sub-array. The whole sub-array configuration is matheraldy described
through the vecto€ = {c,; n=1,..., N} [23]. Moreover,wé'“) is the weight coefficient of
theg-th sub-array related to theth beam and,,, is the Kronecker delta function( , = 1 if

¢n = ¢, 9,4 = 0 Otherwise) [25].

Following the guidelines of the optimal matching approactspnted in [25] and here properly
customized to the generation of multiple patterns, the lerabs recast as the definition of the
sub-array aggregation,’”’, and of K sets of sub-array Welghtﬂf,_opt = {wé’“); qg=1,..., Q},

k = 1,..., K, that minimize the least square distance between the comgeoexcitations,
B® | =1,..., K, and the reference oneB,(fo {ﬁn ‘n=1,. N},kzl,...,K. The
cost function that quantifies such a mismatch is given by

(o) = s {30 o)) g

{2

Wheregi = {mk% kE=1,.. .,K} and

o (com) = 35 0 - (e )] ©

n=1

By substituting (1) into (3) and after simple mathematicahipulations, it turns out that
w0y _ v S (k) 2
k k n k k
v (C, w! ):N}ai[% =D G (C, W )] . ()

As shown in [25], once the sub-array configurat{oyis set, the WelghtBV( {wfﬁh qg=1,. Q},

k=1,..., K, are defined as follows



N k
(k) — E(IQZI En:l 5qua3ﬂ}£z )

w ,q=1,....Q, k=1,... K. (5)
! ZqQZI Zi\[:l 6qua%

(k) . -
wherev? = ﬁ, n = 1,..., N, are thereference weightf25], namely those coefficients

Qn

generatingk’ optimal patterns when using independ&it Vs.

In order to optimize (2), let us first defin€ reference vectors/, € R¥, n=1,..., N, as
V,={o" k=1,....,K} ; n=1,...,N. (6)

Unlike [25], where the Contiguous Partition Methad® M) has been proposed to synthesize
one compromise patterrk( = 1), we are now aimed at extending th&” M to deal with K
sub-optimal patternsi( — C'PM). Unfortunately, the guidelines of [29] suitably explaltan
[25] cannot be applied here since a sorting property for éfierence vector¥’,, n = 1,..., N
does not exist. However, it is still expected tiz¥" is the result of the aggregation within
the same sub-array of those elements whose reference sectoclose iR*. Accordingly,
the problem at hand is then reformulated asdrching the best grouping®” for assigningV
vector points tay disjoint sub-sets' , ¢ = 1, ..., Q (@ < N) such that the internal variances
of the subsets, computed @5, are minimd. State-of-the-art literature refers this problem
as the unsupervised clustering problem [30]. Several igcles have been proposed to deal
with it and the K-meanghere referred ag)-mean$ Clustering Algorithm31][32] is chosen
hereinafter because of the convergence rate and the sitpgliémplementation.

In order to look for the “best” compromise solution, the pospd algorithm works as follows:

e Step O -Initial Step
Reference Excitations Selectiorn The excitations of thenain pattern A, as well as the
reference excitations of the compromise bea@%}, k=1,..., K are chosen;

Initialization - The reference vector$,, ,n = 1,..., N, [Fig. 2(@)] are computed and

®

the iteration counter is initialized & 0). If the elements),” are not positive, they are

translated of the quantity

B = minN {v(k)} (7)



to obtain the set of translated reference vec@gs: V,—-L,n=1,,...,N, where
I ={y¥;k=1,...,K} [Fig. 2()]. Successively, the norms of the vectors, n =

1,..., N, are computed

(8)

and their values are sorted on a line [Figc)2¢o determine the lisL

L= {lj; J=1... . N;; <ljs; L =V, \ Ty = n_HlllnN(Tn)7 In=V,|r = nirllaXN(rn)}
The initial sub-array configuratiofi,, is obtained by randomly choosirig— 1 cut points
among theV — 1 inter-element spaces of the list[Fig. 2(d)], then defining the initial

~(0
subsetss!?) = {K( ). ng =1, ...,Néo)}, ¢=1,..,Q, beingN =32 O Moreover,

the Euclidean distance between each couple of referenterses computed

K
d(ﬁn,ﬁp>= Z[ —@;’“],n:l,...,N—1;p=n+1,...,N. (10)
k=1

The sequence index is setfe= 1;

Step 1 -Cost Function Evaluation - The cost function of the current aggregatiop,,
is evaluated by means of (8)y,) = ¥ (Ql-(j), Kz‘( _)), and compared with the best cost
function value obtained up-till nowy?”, = minj,—, {\If (Qh, w, )} If U, <

.....

opt opt

| then the optimal cost function is updatelf(’ = ¥;;)) by also setting Ciys

elsewherel " = wo"

Step 2 -Convergence Check If i > I,,.. (1.« being the maximum number of itera-
tions) or the solution is stationary fdf,,,,. iterations (i.e.V; =V, .,z =1, ..., Z,142),

then the optimization process is stopped;

Step 3 -Sequence Updating The sequence index is updatgd{ j + 1) and ifj < N

then the process jumps to Step 5;

Step 4 dteration Updating - The iteration index is updated { i + 1) and the sequence

index is reset{ = 1);



e Step 5 -Border Element Identification - The vector//,, related to the list elemert is

selected. It is &order vector V., if

d (Qn, Q) < min [d (En, Ep)} LV, €80 (11)
7 egitd) N pin

.......

Q=argq ~  min [d(ﬁn,zpﬂ ) 12)
V,25:p=1,...N;q=1,...,Q

.....

and belonging to the subs@ﬁj), Q€ [1, Q]. If (11) holds true then the algorithm goes

to Step 6. Otherwise, the Step 3 is repeated,;

e Step 6 -Aggregation Updating - The border elemenﬁn is aggregated to the subset
§§§j) (and to the corresponding sub-array) to obtain a new triafigarationC ;). If

U (Cy;) < ¥(C)), thenC; = Cy; (i.e., S: = SV, ¢ = 1,...,Q) and the Step 1 is

=i(35)

iterated. Otherwise, the algorithm goes to Step 3.

3 Numerical Results

In this section, the results of representative simulatameseported to show the behavior of the
K — C'PM synthesis process as well as the performances of the prdppgeoach. In order to
provide quantitative information, the mainlobe beamwijd#i’, the position of the first pattern
null, 6,, and the peak sidelobe level /L L, have been evaluated for the compromise patterns

and compared to those of the reference ones. Furthermemnéatching indexeR25]

75 RS 0| = |AFE 0))| a0

AR —

S k=1,..K (13)
i ‘AF}ef )‘d&

7r/2
have been used to quantify the degree of matching with neéexe In (13),’AF§§} (0)’ and
‘AF@ (9)} are the normalized-th reference array pattern and that synthesized with the pr
posed approach, respectively. For comparative purpdsesplution synthesized with the serial
implementation of thél — C PM is given, as well.

Let us consider a linear array &f = 2 x M = 20 elements withi = g and the generation
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of three beamsK = 2). The main pattern excitation$ = {«,, = a_,,; m =1,..., M} have
been set to those of a Dolph-Chebyshev pattern [4] with. = —25 d B, while the reference
coefficients for the first compromise patte@,(,le)f = {67(71) = —ﬂ(_lf)n; m=1,.., M}, and the
second oneﬁ_?fi)f = {ﬁfﬁ) = 6(_22,1; m=1,.., M}, have been chosen to afford a Zolotarev
difference pattern [8] witht L. = —30 dB and a Taylor sum pattern [6] withLL = —25dB
andm = 4, respectively. The number of sub-arrays has been chose &gy = 3. By virtue

of the symmetries among the excitation coefficients, only &i@ay has been involved in the
synthesis process(=1, ..., M).

At the first step of the paralldk’ — C P M, the reference vectors (6) are computed. Since all the
o) terms are positive, it follows thajm = V... The values of the reference vectors and their
norms (8) are reported in Tab. I. Starting from the initiaidamly-chosen configuration equal
toC, = {2,2,3,3,3,3,3,3,3,1}, the clustering is iteratively updated. The evolution o th
sub-array aggregations is shown in Fig:3{ 0 - Fig. 3@); i = 1 - Fig. 3(); : = 3 - Fig. 3(C)
and: = 10 - Fig. 3d)]. The corresponding patterns are reported in Figk 4(1 - left column;

k = K = 2 -right column). It is worth noting that the initial aggregat leads to a compromise
difference far from the target [Fig. d)], whereas the second beam is close to the corresponding
reference [Fig. 4¢)]. Such a situation is confirmed by the values of the costtionolff)l) =
2.05 x 1071 and ¥’ = 2.02 x 10~ in Fig. 5. At the convergence (= iopt), the trade-off
solution shows in Figs. 4§-4(h) is obtained. The synthesized patterns identified by thellab
“II” are shown in Fig. &) (kx = 1) and Fig. 6€) (k¢ = 2) along with the solution from the
serial implementation of thé'PM (line “X"). The correspondind? W layouts are also given
in Figs. 6b) and 6¢), as well. For completeness, the sub-array configuratiodsageights are
listed in Tab. I, whereas the values of the pattern indexegeported in Tab. Ill. As it can
be observed, both implementations do not exactly matchefezence difference [Fig. & -
Tab. Ill (Pattern 1], while a good fitting is achieved in correspondence with platternt: = 2.
Moreover, the same compromise difference be&am-(1) is generated by the tw’ — CPM
architectures, while the pattern matching for the sum bdam B(c)] slightly worsens with the
parallel solution against a significant reduction of thewitrcomplexity Cy, = 56 vs. C; = 16,

C' being the crossing count).

In order to assess the reliability of the proposed stratEgyure 7 gives some indications on



the asymptotic behavior of the method performances. Moeeifipally, the values oft(")
and¥® [Fig. 7(a)] and of the indexea () andA® [Fig. 7(b)] versus(Q are reported for both
implementations. As expected, the plots present a morotiewreasing behavior add® — 0
when@ — M.

The second exampl@ést 3 deals with the synthesis of a linear array with= 2 x M = 12
elementsd = g) generating a flat-topped main beam and two compromiserpattéhe flat-
topped pattern is characterized by ripples within the mabelregion of amplitude-0.5 dB
andSLL = —20dB. Itis afforded by a set of symmetrical real excitations ke in [9].
The reference excitations for the first and the second stay@d beams have been chosen to
generate a Zolotarev pattern [8] with. L = —25 dB and a Dolph-Chebyshev pattern [4] with
SLL = —25dB. The reference excitations are given in Tab. 1V (rows 2-4he iumber of
sub-arrays has been set(@o= 4.

The final aggregations and the corresponding weights sgizib@ with the proposed parallel
K — CPM approach ar€” = {3, 4,1, 2, 3, 4}, W) = {—-13.29, —4.73, 0.28, 1.80}, and
Ww® = {-10.30, —3.15, 1.00, 2.09}, respectively. In this case, the same result is obtained by
the serial approach as confirmed by the value of the costitmas well as from the matching
indexes (Tab. V). The convergence patterns are shown in8Raipng with theH 17 layouts of
both architectures({x = 39 vs. C; = 12). As far as the pattern performance are concerned
(Tab. V), the sum pattern present§aL = —19.46 d B of almost5 d B above the value of the
reference beam. MoreoveBIW = 9.29 [deg] vs. BW"¢/ = 8.26 [deg]. A better matching has
been yielded for the difference pattern siftBL = —22.27dB vs. SLL™/ = —24.76 dB and
BW = 9.97 [deg] vs. BW"¢/ = 10.57 [deg].

The last test casel¢st 3 is concerned with the synthesis of a large linear arrayngw =

2x M = 100 elementsd = %) with a compromise feed network ¢f = 8 sub-arrays. The main
pattern has been set to a Taylor pattern with., = —35 dB andn = 6 [6]. Two reference dif-
ference patterns have been chosen, namely a modified Zslqgtattern withSLL = —30dB
andn = 5 [33] and a difference pattern providing maximum directiuthose excitations have
been computed as proposed in [34].

The sub-array configuration and the corresponding weighithesized with theX — CPM

approaches are reported in Tab. VI. A pictorial represénah the reference vector space of
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the element aggregation is shown in Fig. 9. As expected, éhecking procedure is able to
aggregate in the same sub-array the array elements whasemeé vectors are closer. In Fig.
10, the patterns radiated by the parallel- C'PM solution are shown. For the sake of clarity,
only the envelopes are plotted.

Figure 11 compares th& — C'PM patterns with the reference ones in correspondence with
k = 1[Fig. 11@)] andk = 2 [Fig. 11()], respectively. As it can be observed, the parallel
solution gets worse than the serial implementation dealiitly the difference patternk(= 1

- Tab. VII) when the matching with the reference one is alsbvwaoy accurate [Fig. 1H)]
especially outside the angular region close to the mainfobgd > 10°). On the other hand, it
is worthwhile to notice the strong reduction of the layoutngdexity obtained with the the par-
allel architecture sinc€'s, = 150 vs. C; = 50. As regards: = 2 [Fig. 11(0)], both K — CPM
patterns have the same pattern features of the reference bpea, SLL = —12.71dB and
BW = 0.87 [deg]) even though the maximum directivity slightly reducé¥’{/ = 17.84dB

VS. Dypas = 17.79dB).

As far as the computational burden is concerned, Table Vithsarizes the main issues’
(dimension of the solution space),; (number of iterations)i),,: (number of cost function
evaluations), and’ (C PU time). Despite the wide dimension of the solution space Witty
1.43 x 10* admissible alternatives, the process for definingTthiayout takes just,,; = 6
iterations and it requires,,; = 258 cost function evaluations performed in oflly= 0.86 [sec]|.

In such a case, the extra computation time with respect tedhal implementation% ~ 5.6)

is mainly related to the sorting process of the referencéovec

4 Conclusions

In this paper, an innovative approach for the synthesis dfipde-beam sub-arrayed antennas
has been presented. The solution procedure is based onitatieranatching algorithm aimed

at defining an optimal pattern through a set of independeritaions and synthesizing multi-
ple compromise beams by using a common sub-array feed netmorindependent sub-array
weights for each pattern. A fast searching procedure etipipa suitable integration of the

C P M with a customized version of th&-means clustering algorithm has been used to effec-

tively sample the space of admissible solutions. The obthrasults have proved the feasibility
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of the proposed method as well as its reliability in fitting Itiple reference patterns with sat-
isfactory performances and a limited circuit complexityheTcomputational efficiency of the

approach has been pointed out dealing with large lineaysyes well.
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FIGURE CAPTIONS

e Figure 1. Sketch of the multi-beam sub-arrayed antenm@:sérial architecture anc}

parallel architecture.

e Figure 2. Parallel K — CPM - Synthesis ProceqdsV = 12, K = 2, Q = 3). (@
Reference vector¥y,, = {v,(f); k=1, ...,K}, n = 1,..., N, (b) translated reference
vectorsﬁn = {@ﬁf“); k=1, ...,K}, n = 1,...,N, (c) generation of the list of the
norm values of the references vectors, addglement aggregation and definition of the

sub-array configuratiort,.

e Figure 3. Parallel K — CPM Analysis(Test 1: N = 20, K = 2, ) = 3) - Sub-array

configuration synthesized at)(: = 0, (b) : = 1, (¢) < = 3 and ) i = i, = 10.

e Figure 4. Parallel K — CPM Analysis(Test 1: N = 20, K = 2, Q = 3) - Relative
power patterns synthesized at iterati@i(f) : = 0, (c)(d) : = 1, (e)(f) « = 3 and @)(h)
i = i, = 10. Difference compromise patterh,= 1 (left columr) and sum compromise

patternt = 2 (right column).

e Figure 5. Parallel K — CPM Analysis(Test 1: N = 20, K = 2, Q = 3) - Behavior of
the cost functionl’ and of the terma&™ and¥'® during the iterative synthesis process

(¢: iteration index).

e Figure 6. K — C'PM Multi-Beam Synthesi@est 1: N = 20, K = 2, Q = 3) - Patterns
synthesized with thé&l' — C'PM techniques akt = 1 (a) andk = 2 (¢). Array layouts:

(b) serial architecture andi) parallel architecture.

e Figure 7. K — CPM AsymptoticAnalysis(/N = 20, K = 2) - Behavior of @) the cost

function terms¥() and ¥ and of p) the matching indexedA™ and A® versusQ

Q=2,...,10).

e Figure 8. K — CPM Multi-Beam SynthesiéTest 22 N = 12, K = 2, Q = 4) -
Optimal and compromise patterrey.( Layouts derived from the serial approadf) &nd

the parallel apporoaclc).
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e Figure 9. K — C'PM Multi-Beam Synthesiélest 3: N = 100, K = 2, Q = 8) -
Representation in the reference vector space of the sag-aonfigurations synthesized

with the K’ — C'P M techniques.

e Figure 10. Parallel K — C'PM Multi-Beam Synthesi@est 3: N = 100, K = 2, Q =)

- Main and compromise patterns € 1, 2).

e Figure 11. K — C'PM Multi-Beam SynthesiflTest 3: N = 100, K = 2, = 8)
- Reference and compromise patterns synthesized witlikthe C' P M techniques: &)

k=1andp) k = 2.

TABLE CAPTIONS

e Table I. Parallel K — C'PM Multi-Beam Synthesiflest 1: N = 20, K = 2,Q = 3) -

Reference vectors and their norms.

e Table ll. K — C'PM Multi-Beam Synthesi@est 1: N = 20, K = 2, Q = 3) - Sub-array

configurations and sub-array weights.

e Table lll. K — CPM Multi-Beam SynthesiéTest 1: N = 20, K = 2, Q = 3) -

Performances indexes.

e Table IV. Parallel K — C'PM Multi-Beam Synthesi@est2 N = 12, K = 2,Q = 4) -

Reference excitations and reference vectors.

e Table V. K — CPM Multi-Beam Synthesiflest 2: N = 12, K = 2, Q = 4) - Perfor-

mances indexes.

e Table VI. K — CPM Multi-Beam SynthesifTest 3: N = 100, K = 2, Q = 8) -

Synthesized sub-array configurations and weights.

e Table VIl. K — CPM Multi-Beam SynthesifTest 3: N = 100, K = 2, Q = 8) -

Performances indexes.

e Table VIIl. K — CPM Multi-Beam Synthesiflest 3: N = 100, K = 2, Q = 8) -

Computational indexes.
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vV, V, Vs v, Vi Vi V; Vg Vy Vi
vy | 0.1798 || 0.5275 || 0.8401 || 1.0973 | 1.2818 || 1.3818 | 1.3907 || 1.3074 || 1.1367 || 0.5742
v || 1.0000 || 0.9998 || 0.9972 || 0.9896 | 0.9761 || 0.9609 | 0.9552 || 0.9811 || 1.0790 || 0.6397
T || 1.0160 || 1.1304 || 1.3040 || 1.4776 || 1.6112 || 1.6831 || 1.6871 || 1.6346 | 1.5673 || 0.8586




IT — Approach

C 1223333332

wm 10.1798 | 0.6601 | 1.2549

W® | 1.0000 | 0.9421 | 0.9807

Y — Approach — 1% pattern

1223333332
W | 0.1798 | 0.6601 | 1.2549
Y — Approach — 2™ pattern
c 2222333321
W 10.6397 | 0.9682 | 1.0024

Tab. 1l - L. Manica et al., “Synthesis of Multi-Beam Sub-Arrayed Antennas ...
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Pattern (1) | BW [deg] | 6, [deg] | SLL [dB] AS AW
IT — Approach 5.12 13.50 —18.73 | 0.8263 x 107* | 0.5321 x 107!
> — Approach 5.12 13.50 | —18.73 | 0.8263 x 10~* | 0.5321 x 107!
Reference [8] 5.15 12.42 —29.78 — —
Pattern (2) | BW [deg] | 6, [deg] | SLL [dB] A A®)
IT — Approach 0.84 7.38 —23.73 | 0.3864 x 107* | 0.2507 x 1071
Y — Approach 6.08 7.83 —25.38 | 0.1129 x 1072 | 0.4083 x 1072
Reference [6] 6.06 7.74 —25.29 — —

Tab. Il - L. Manica et al., “Synthesis of Multi-Beam Sub-Arrayed Antennas ...
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m 1 2 3 4 3 6
an [9] | 1.0000 | 0.4577 | —0.0838 | —0.2033 | —0.0278 | 0.1727
) [8] | 0.2847 | 0.7609 1.0000 0.9609 0.7135 0.4763
@ [4] | 1.0000 | 0.9314 0.8051 0.6405 0.4615 0.4327
e 0.2847 | 1.6624 | —11.9332 | —4.7263 | —25.6673 | 2.7578
v 1.0000 | 2.0350 | —9.7064 | —3.1504 | —16.6001 | 2.5055
T'm 31.3575 | 33.0788 | 15.4121 | 24.8884 | 0.0000 | 34.2496

Tab. IV - L. Manica et al., “Synthesis of Multi-Beam Sub-Arrayed Antennas ...”
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Pattern (1) | BW [deg] | 6, [deg] | SLL [dB] AS AW
IT — Approach 9.29 23.58 —19.46 0.1626 0.5654 x 1071
3 — Approach 9.29 23.58 —19.46 0.1626 0.5654 x 1071
Reference [8] 8.26 19.26 —24.51 — —
Pattern (2) | BW [deg] | 6, [deg] | SLL [dB] v A®
IT — Approach 10.59 14.22 —22.27 | 0.2385 x 1071 0.1624
Y — Approach 10.59 14.22 —22.27 | 0.2385 x 1071 0.1624
Reference [4] 9.97 12.72 —24.76 — —

Tab. V - L. Manica et al., “Synthesis of Multi-Beam Sub-Arrayed Antennas ...
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IT — Approach

C 1111111222222333333444444555555666667 7777888888888

M) 10.2647 | 0.7403 | 1.1231 | 1.4276 | 1.6246 | 1.6978 | 1.6998 | 1.2174

W@ | 0.1584 | 0.4691 | 0.7983 | 1.2030 | 1.7361 | 2.4330 | 3.3103 | 4.4810

Y — Approach — 1% pattern

11111222223333444445555666667 777 778388888888888888

W 1 0.1540 | 0.4566 | 0.7130 | 0.9473 | 1.1620 | 1.3440 | 1.5162 | 1.6659
Y — Approach — 2™ pattern

C 1111111222222333333444444555555666667 7777388888888

W 10.1584 | 0.4691 | 0.7983 | 1.2030 | 1.7361 | 2.4330 | 3.3103 | 4.4810

Tab. VI - L. Manica et al., “Synthesis of Multi-Beam Sub-Arrayed Antennas ...”
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Pattern (1) || BW [deg] | 6y [deg] | SLL [dB] | Dy [dB] ¢ AWM
IT — Approach 1.09 2.67 —24.19 —17.05 ] 0.7023 x 1072 | 0.1224 x 107!
¥ — Approach 1.10 2.67 —29.35 —17.05 | 0.1997 x 1072 | 0.6136 x 1072
Reference [33] 1.09 2.66 —30.72 —17.08 — —
Pattern (2) BW [deg] | 6 [deg] | SLL [dB] | Dyax [dB] w2 A®)
IT — Approach 0.87 1.85 —12.71 —17.79 | 0.7023 x 1072 | 0.8230 x 1072
Y — Approach 0.87 1.85 —12.71 —17.79 ] 0.7023 x 1072 | 0.8230 x 1072
Reference [34] 0.86 1.85 —12.71 —17.84 — —




U Gopt | Wopt T[Sec]

IT — Approach 1.4272 x 10% | 6 | 258 | 0.86

¥ — Approach — Pattern (1) || 1.4272 x 10% | 11 | 125 | 0.08

¥ — Approach — Pattern (2) || 1.4272 x 10 | 5 | 70 | 0.07

Tab. VIII - L. Manica et al., “Synthesis of Multi-Beam Sub-Arrayed Antennas ...”
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