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Multicrack Detection in Two-Dimensional Structures by

means of GA-based Strategies

M. Benedetti, M. Donelli, and A. Massa

Abstract

This paper proposes a methodological approach for the detection of multiple defects
inside dielectric or conductive media. Two innovative algorithms are developed start-
ing from the inverse scattering equations solved by means of different optimization
strategies. In the first implementation, a hierarchical strategy based on parallel-
subprocesses is considered, whereas the second algorithm employs a single-process
architecture. Whatever the implementation, the arising cost function is minimized
through a suitable hybrid-coded genetic algorithm, whose individuals encode the
problem unknowns. In order to achieve a computational saving, the formulation
based on the inhomogeneous Green’s function is adopted and each crack-region is
parametrized by means of a selected set of descriptive parameters. The approach as
well as its different implementations are assessed through a selected set of numer-
ical experiments and in comparison with previously developed single-crack inverse

scattering methods.

Key-words: Non-destructive Testing and Evaluation, Microwave Imaging, Multicrack

Detection



1 Introduction

Nondestructive Evaluation and Testing (NDE/NDT) is an interdisciplinary research area
devoted to the development of advanced sensors, measurement technologies, and imag-
ing techniques for the characterization of materials and structures in a non-destructive
fashion. Non-destructive evaluation (NDE) and testing (NDT) are mandatory in many
industrial processes that require an accurate analysis of dielectric or conductive structures
(e.g., industrial products and artefacts).

As far as the state-of-the-art is concerned, ultrasonics [1|, x and ~-rays [2][3], infrared
[4] and eddy currents [5], are the methodologies mainly used in dealing with NDE/NDT
problems. Recently, some “emerging” technologies such as microwaves are appearing in
“Subsurface Sensing” methods for the nondestructive evaluation (see [6][7][8][9][10] and
the references therein for a general overview) and now, in some applications, the employ-
ment of interrogating microwaves is recognized as a suitable diagnostic tool [11]-[13]. The
main reasons of the growing interest and rapid development of microwave-based method-
ologies can be summarized by the following key-points: (a) electromagnetic fields in the
microwaves range penetrate all materials (unless ideal conductors) and the scattered fields
are representative of the overall volume of the object under test and not only of its surface;
(b) microwave imaging modalities are very sensitive to the water content of the specimen;
(¢) microwave sensors can be used without mechanical contacts with the specimen, as
well. Moreover, microwave technologies can be considered complementary approaches to
conventional inspection techniques guaranteeing non-invasive measurements and avoiding
collateral effects on the specimen under test (being safe non-ionizing radiations).

In the framework of microwave methodologies, a further advance is represented by imaging
techniques based on inverse scattering approaches [14]-[18|, where a complete image of
the structure under test is looked for. Unfortunately, these techniques are characterized
by several drawbacks such as ill-position and non-linearity as well as the presence of
local minima that partially prevent their use in industrial applications (unlike “passive”
techniques) |11|. Therefore, in order to allow an effective technological transfer in the
framework of industrial processes, other developments are mandatory. Let us consider the

area of post-processing techniques for the diagnosis of the specimen under test starting



from the analysis of sensed data. Currently, the real-time monitoring is strongly limited
by the low-speed of the reconstruction methods. Moreover, the wavelength of the probing
electromagnetic source strongly limits the achievable spatial resolution or it requires high
computational costs for obtaining a detailed reconstruction.

However, in the framework of inverse scattering techniques, dealing with the detection
of defects (also indicated as “cracks” in the following) in known host structures seems
to be closer to a realistic application because of the large amount of available a-prior:
information on the problem in hand. Such a topic has been effectively addressed in
[19], [20], and |21|. However, the proposed approaches demonstrated their feasibility
and effectiveness in simplified geometric configurations characterized by the presence of a
single defect.

In order to consider more complex and realistic scenarios (e.g., multiple defects, irregular
shapes of the defects, etc...), this work presents two innovative NDE/NDT strategies
aimed at detecting the presence of more than one defective region inside a dielectric
or conductive host-medium. Since there is the a-priori knowledge of the unperturbed
geometry, the cracks are defined as inclusions in a known structure and approximated
with a limited set of essential parameters. Such a parameterization and the use of a
suitable Green’s function allow a reduction of the number of unknowns and consequently
a non-negligible computational saving during the reconstruction process carried out in
terms of the optimization of a suitable cost function.

As far as the proposed implementations are concerned, the main difference lies in the
architecture of the solution procedure and, consequently, in customized and innovative
optimizations based on a Genetic Algorithm (GA). The former strategy is based on a
hierarchical implementation, which considers a set of parallel sub-processes, each one
inspecting on a solution with a different fixed number of cracks. The latter deals with a
single optimization process aimed at looking for the best reconstruction among different
crack-length solutions.

The paper is structured as follows. Section 2 provides the mathematical formulation
for the inverse scattering approach to the reconstruction of multiple-defects in a two-

dimensional scenario. In Section 3, the two implementations of the method are presented



focusing on the optimization processes. The capabilities and current limitations of the
two strategies in dealing with NDE/NDT problems are analyzed in Section 4. Finally, in

Section 5, a discussion follows and possible future developments are sketched.

2 Mathematical Formulation

Let us consider a cylindric geometry where an area under test H is occupied by a known
host medium characterized by an object function 74 (z,y) = 5H—1—j%, ey and o be-
ing its dielectric permittivity and conductivity, respectively (f is the working frequency).
As shown in Fig. 1, such a region lies in a homogeneous background whose electromag-
netic properties, without loss of generality, are that of the vacuum (g, 0¢). A set of C'
defects D;, i =1, ...,C, belongs to H. The geometric and electromagnetic characteristics
of the regions D; are unknown as well as their number. The two-dimensional scenario
is probed by V electromagnetic TM plane waves with electric incident fields linearly-
polarized along the axis of symmetry of the structure under test, £ . (r) = E?. . (z,y) Z,
v=1,...,V. According to the inverse scattering equations |22|, the electric field induced

in the “investigation domain” H is equivalent to that radiated in the free-space by an

equivalent current density J"(z,y)

B, (0,y) = Bl (2.y) + / / J (e )Go (2, y /o o) da' dy 1)
H

where Gy is the free-space Green’s function [19] and J*(x,y) = 7 (z,y) EL, (z,y) being
T(r,y) = e(z,y) — 1 — ]%feyo) Equation (1) can be reformulated in terms of a differ-
ential equivalent current density Jp, (z,y) defined in D;, i = 1,...,C and radiating in an

inhomogeneous medium [23]. Accordingly, the electric field can be expressed as

Ez)ot (Iv y) = E;)nc (Iv y) + f fH TH (l’/, y,) Ez)ot (cf) (Ilv y,) GO (l’, y/xlv y/) dx’dy’—i—
+ chzl f fDi TD; (ZE/, y/) Efot (c),i (ZL'/, y/) Gl (ZL’, y/x/a y/) d!)ﬁ'/d’y/

where the second term on the right side of (2) is the electric field scattered from the host

medium without the defect, £

tot (cf) (2, y) being the electric field induced in the unper-



turbed domain H. The last term of (2) is concerned with the field distribution radiated
by ng (flf,y) = Tp; (‘T7 y) Etvot(c),i (‘Tv y) where TD; (flf,y) =T (Sl?,y) —TH (flf,y), (Sl?,y) € D,
i=1,...,C [20] are the differential object functions, G; being the inhomogeneous Green’s
function. By assuming the knowledge of the host medium (generally available), it is useful

to rewrite (2) as follows:

C
By (2,9) = By (00) + Y / /D 0 (@3 Bl (2 4') G (2 y/2 o) da'dy’ (3)
=1 i

where E ) (x,y) is the electric field in the scenario under test without the defect, which
can be computed off-line once.

In order to numerically deal with the scattering equations, let us discretize H in N square
sub-domains |24|. Therefore, D; turns out to be filled by P; square pixels according to
the crack size and the discretized operator GGy can be easily computed [20| and stored in

a N x N matrix, [G;]. Thus, (3) becomes

[Ez)ot] = [ Z)nc(cf)] + Z [Gl,i] [TDi] [Etvot,i} (4)
where:

e [E},]isa N x 1 array whose n-th element is E}, (2, Yn), (Tn,Yn) € H;

[E.” (Cf)} 2 B2+ (G [ra] [E” (Cf)} is a N x 1 array whose n-th entry is the elec-

mnc mnce tot

tric field without the defect at the n-th subdomain of H given by E} (s (%n,yn) =

E;}nc (xna yn) + f fH TH ($/> y/) E;}ot (cf) (ZL'/, y/) GO ($n> yn/x/> y/) d!lf/dy/;

[Efom] is a P; x 1 vector whose p;-th entry identifies the value of the electric field

in the p;-th pixel of D;, 1 =1, ..., C,

[7p,] is a P; x P; diagonal matrix, whose non-null elements are the values of object

function 7p, in the P; pixels of D;;

[G1,4] is the i-th inhomogeneous space Green’s matrix of N x P, elements derived
from [G1] by selecting the rows related to the positions p; (p; = 1,..., F;) of the

pixels of D; in H.



Since the inhomogeneous operator [Gy,] determines the effects of the i-th differential
equivalent current density located in the unknown region D;, the scattering problem can
be reformulated as the reconstruction of the differential object function 7p, in the set
of pixels p; = 1,..., P, of H where the defect is located. Moreover, in order to further
decrease the number of unknowns by adding some a-priori assumptions, each region
D, is approximated by a rectangular homogeneous domain properly parametrized. In
particular, let us describe the i-th defect with the coordinates of the center of D;,(x;,y;),
the length L;, its side W, and the orientation #;. Then, the P; diagonal entries of [rp,]
turn out to be

T(xnuyn) - TH(xnayn) lff € [—%’ %} andc c [_m’ %}
i = ®)

0 otherwise

where & = (x,, — x;) cost; + (yn — ;) sinb;, ¢ = (x,, — ;) sinb; + (y, — y;) cosh;, and n =
1,...,P.
Moreover, since the electric field induced in D; is unknown as well, the set of parameters

to be retrieved during the reconstruction is
x={C; Ty, i=1,..,C; [Ep,;],i=1,..,C} (6)

where T; = [('TZ? yl) s Lis Wi 92] and [Ez)ot,i} = {Ez)ot (I‘p“ ylh) s pi=1,..., PZ}J i=1,...,C.

In order to determine the optimal solution Y, of the reconstruction problem from the

knowledge of the field measured in an external observation domain O [i.e., E},(Zm, Ym),

m=1,.. M, (X, ym) € O ¢ H|, of the field at the same locations but without the defect,

EU

tot (cf)(Tm, Ym), and of the field without the defect in the investigation domain H [i.e.,

E} (Tn,yn)yn=1,..,N, (zn,yn) € H|, the problem in hand is recast as an optimization

one through the definition of a suitable cost function

Qx) =« { (8.0~ [, (cf)]‘zg:l[Gl’iL[TDi][Efot,i] 20 }
1= B, .
L4 { B2 o )+ B =S s [610) [0, (B,
IS

(7)

where a and 3 are two positive regularization parameters, which allow one to weight more



the “incident” () or the “scattered” («) data depending on the uncertainties or the noise
level associated with both of them. Moreover, equation (7) is the sum of two normalized
least-square terms quantifying the errors when matching the scattering data.

In order to look for x., |corresponding to the global minimum of the nonlinear cost
function (7)], a suitable global minimization strategy has to be used. Towards this end,
two different GA-based approaches have been developed and they will be described in the

following sub-sections.

2.1 Hierarchical Strategy (HS)

Let us assume that the number of defects lying in H is lower than a fixed integer Ci,q.
(Cinaz = C). Under such a hypothesis, the hierarchical approach considers C,,, parallel
reconstruction sub-processes each one aimed at investigating the presence and the char-
acteristics of a different number of defects from 1 up to (.. As far as the j-th process
is concerned (j = 1,...,Cpyz), a population of @); trial solutions coding a fixed number

of cracks, 7, is considered

;qzl,...,Qj}.
(8)

Starting from a set of randomly generated solutions X?, the j-th population iteratively

X]’ - {Xj,q; q = 1a >Qj} - {(]7 Tia 1= 1)7]7 [Etvot,i} ) 1= 1>a]>

q

evolves (ﬁ] - ﬁjﬂ, k; being the iteration index of the j-th process) until a stopping cri-
terion [kj = Kipae OF Q {Xj,opt} < ch; Xj,min = arg {mlnqzl,..,Qj [mlnkal,...,Kmaz <Q {Xij}):| }]
is reached. At the k;-th step the (k; + 1)-th population is generated by means of a set of
suitable genetic operators denoted by S {-} (X];ﬁl =g {gﬂ }) and the best trial solution
defined so far is stored in the array x;min- When all the C,,,, processes are terminated,
the convergence solution is determined as the minimum among the set of solutions x; min,
j=1,...,C. The whole minimization procedure can be resumed by the following pseudo-

code:

for j=1,...,Chae do
k=0



0 _
X; = {Xa‘}
Xj,min = arg {minq=17--7Qg‘ [Q {X?7q}] }
while [(k;j < Kpae) and (Q {xffm} > ch)} do
]{Zj - kj + 1
kj o kj—l
=3
ki k;
Xjmin = 418 {mmq 1,..Qj [ {XMH}
if |2 { i} > QX0 }| then
kj—1
Xij,min = X] min
else
Xjmin = X],]mm
endif
enddo
Xopt = arg {minj:17..7cmax [Q {X],mzn}]}
enddo

where R is the random function. As far as the implementation of the genetic operators
is concerned, the hierarchical approach makes use of a multicrack variable-length hybrid
coding (Figure 2). Each parameter of the crack in (6) is binary encoded by considering
i, i, Li, W;, and 0; as discrete variables: z; =[Ag,l=1,... B;y; =1Ag, l=1,...,B;
Li=1Ap,l=1,...,D; W; =1lAp,l=1,...,D,and 0, = lAe, | =1,...,0. Moreover,
a real representation is used for coding the field unknowns, E}, (z,,,Yp,), pi = 1,..., P,
1=1,...,7.

According to this representation, suitable stochastic operators (denoted by &{-}) are
needed. The offspring are generated from their parents by means of a customized multi-
crack crossover, whereas standard elitism, selection and mutation are adopted [19].
Because of the hybrid coding, a single-point crossover (binary crossover) ®y is performed
with probability m, between the binary sequences of two pannms,nanuﬂy;xﬁ and X%-
By imposing that the cross-position “cp” falls only on a boundary between two adjacent

genes |Figure 3(a)|, the binary crossover returns the following children



kj+1 . k; k; k;
Xt = 00 i) (LR |

k +1 ks ks
= G0 [Cw)fy s (Lo

(WZ)I;; ) (6’7,)];;} ) (T])q ) [Ez)ot 1]k {Etvot 7,} qi

where [Efom}k s

and [Efom] B are computed extending to the multi-crack case the
relationship reported in [20] [Eq. (11)] and pictorially described in Fig. 3(a) (r being a
random number uniformly distributed in [0; 1]).

If the binary crossover ®, has not been applied, the double-point crossover is performed

with probability 74 on that part of the chromosomes concerned with the field unknowns

and according to Eq. (13) of [20].

2.2 Integrated Strategy (IS)

Unlike the hierarchical approach, the integrated strategy considers a single optimization
process. Towards this purpose, the population of ) trial solutions is composed by ”het-

erogeneous” chromosomes each of them coding a different number of cracks

Y=g a=1....Q}={Cs Yi,i=1,....Cy[EL;],i=1,....Chqg=1,...,Q}
(10)
C, being an integer value randomly chosen in the range between 1 and C),4,. Moreover,
starting from a randomly generated set of solutions XO, the iterative (k being the iteration
index) optimization process evolves for achieving the “convergence” condition (k = K4

or € {X’;pt} < Q) according to the following instructions

while [(k: < Kinaz) and (Q {Xﬁpt} > ch)} do

k=k+1

X, = o [ {Xop'}]
Xt =0 {xop' }

X = {xb,x X }
=9

Xop = arg {ming=1_o [2 {xg}]}

10

k. k. k- ki kj+1
(W O] 0 (Bl (B |



enddo

where Ki and K: are two populations of % trial solutions generated from the optimal
trial solution reached at the (k — 1)-th step, Xopt , by means of the operators g {-} and
Oy, [N {-}], respectively.

More in detail, Xlg is a population whose individuals code solutions with the same number
of cracks as X'jp_tl and it is generated by randomly modifying through the operator R (-)

all genes of Xopt except that coding C’fp_tl

X . = N {Xlgptl} { opt ) §R (T]Zptlz) ’ , = C’opt 73% ([Etvot,i} ]Zp_tl> ) 7’ = 17 C(ij_tl}

and successively, applying the binary crossover X’zf,q = &, {X]Z,El}-

As far as the sub-population X]Z is concerned, it consists of (Cpe — 1) equally parti-
tioned sub-sets, each of them with individuals having the same number of cracks Cj,
I=1,...,(Cpaz — 1), and different from Copt These trial solutions are generated accord-

ing to the following rules:

e If an individual belongs to the [-th subset characterized by C; < Cfptl, then

Vo = {Cu T =80 i =1, G (B ) = (B L i =1,a) o (12)

opt,r? opt

r and s being integer random numbers between 1 and C%' [Fig. 3(b)];

e Otherwise (i.e., C; > C’fp_tl), the trial solution is obtained by adding suitable genes
to the chromosome coding legtl [Fig. 3(¢)]. Randomly in that part concerned with
the crack parameters and from the field distribution of the unperturbed scenario in

the remaining part:

Th="kl =1 .. O [Binal" = (Bl L=

ko . z opt,i? . opt '’
Xo,q - Cl7 )

LCOh

op

k—1
TE=R, i=Chlt1..C (B = [E;;t(cf)] , z—th1+1

opt

(13)

11

t

L O



Finally, each iterative loop is terminated by processing the heterogeneous population K];
through standard selection, elitism, and mutation (no crossover operations are performed)

as described in [19][20] (X]; =G {Xk_l})-

—Pp

3 Numerical Validation

As far as the validation of the proposed strategies is concerned, a numerical assessment
has been carried out by considering different configurations of the defects and various
characteristics of the host medium in order to verify the possibility and feasibility of
dealing with more general (and probably more realistic) multiple-defects scenarios. On
the other hand, the robustness against blurred scattering data has been evaluated by
adding a random Gaussian noise with a fixed signal-to-noise ratio (SN R) to the measured
field samples [20].

For quantifying the performance of the proposed implementations and because of the
multiple-crack geometries, suitable error indexes have been defined extending those re-

ported in [19]:

o Multi-crack Localization Error, §:

c=

C dmax

§ = Tt \/@C A ) % 100 (14)

dynaz being the maximum linear dimension of H and (7., ¥.) the estimated center of

c-th crack;

e Multi-crack Area Error, A:

Moreover, the Precision-Recall Index, R, has been evaluated for estimating the accuracy

12



of each strategy in detecting multiple defects and their number

v,
R= Tpt x 100 (16)

U,,+ and ¥ being the number of successful detections and the total number of repeated
simulations with the same geometry and conditions, respectively.

For the numerical validation, if it is not specified, the following reference scenario has
been considered. A square homogeneous host medium of side Ly = 0.8\ (dnae = \/§LH)
characterized by a dielectric permittivity equal to ey = 2.4 and homogeneous defects
(ep, = 1.0 and op, = 0.0, i = 1,...,C). Such a scenario has been illuminated by V = 4
directions with sources radiating electric incident fields E},. (z,y) = 6—jko(zcos~,v+ysin«,v),
v o= (v — 1)27”, v = 1,...,V, kg being the free-space wavenumber. Furthermore, the
samples of the scattered electric field have been collected at M = 50 equally-spaced
positions located on a circle p = 0.64\ in radius.

According to the guidelines suggested in [25]-[28], the following parameters for the GA-

based multi-crack optimization has been assumed: @) = 80, m, = g = 0.7, m,, = 0.4

(mutation probability), K. = 600, and Qy, = 107°.

3.1 Test Case #1 - Reconstruction of a Single-Crack Configura-
tion

As a first test case, let us consider a comparative study on the effectiveness of the multi-
crack strategies versus customized single-crack techniques previously developed and care-
fully assessed (i.e., the FGA [19] and the IG A [20] approaches). Towards this purpose, an
unknown defect (C' = 1) of area 4% | oy = 2.25x 107% has been located at Ze | oy =022
and %chl = 0.15 in a lossy (g = 0.1[S/m]) host medium. Moreover, the scattering
data have been blurred with an increasing level of additive noise (from SNR = 30dB
up to SNR = 5dB). Concerning multi-crack implementations, C,,, has been fixed to
Cinaz = 3, thus the number of cracks lying in the investigation domain H is an unknown,

as well.

Figure 4 shows the obtained results in terms of reconstruction errors: 0 |Fig. 4(a)| and A

13



|[Fig. 4(b)]. Due to the intrinsic nature both of the GA-based strategies and of the noise,
these results are average values of the execution of each algorithm for ten independent
realizations of the random process blurring the scattering data.

As expected and already demonstrated in [20|, /G A-based approaches (i.e., the single-
crack IGA and the multi-crack strategies) allow a non-negligible improvement in the
localization accuracy. As a matter of fact, the average value of the localization error (8) z 4
turns out to be greater than 25 %, whereas G A-based algorithms provide a localization
accuracy with an error index lower than 20 % whatever the noise level. Moreover, the
effectiveness of /G A-based techniques improves (6 ~ 5 %) for an increasing of the signal-
to-noise-ratio (SNR > 15dB). Furthermore, multicrack implementations prove a better
robustness against higher noisy condition (0;ga > drga—ms > 0rga—rs when SNR <
12 dB) despite the enlargement of the unknowns space (since Cpq 7# 1) with respect to
the IG A single-crack strategy.

As far as the estimation of the dimension of the defect is concerned, Fig. 4(b) shows that
the behaviors of the error figures of the single-crack /G A approach and of the integrated
strategy (IG) are quite similar in the range of noise variations, whereas the hierarchical

approach (HS) generally does not reach the accuracy of single-crack algorithms.

3.2 Test Case #2 - Dependence of the Reconstruction Accuracy

on the Number of Defects ('

The second test case is aimed at evaluating the feasibility of the proposed approach in deal-
ing with multiple-defect configurations by comparing the hierarchical and the integrated
implementations. Under the assumption that C,,,, = 3, three geometries characterized
by the presence of a number of cracks from C' = 1 up to C = 3 (Fig. 5) have been
considered. The position and size of each defect D;, i =1,...,C, are summarized in Tab.
L.

In order to assess the effectiveness in detecting the number of defects, the precision-recall
index R has been evaluated for each experiment (C' = 1,2, 3) and in correspondence with
different signal-to-noise ratios (SNR = 10,20,30dB). The results of such an analysis

are reported in Fig. 6. As far as the HS is concerned |Fig. 6(a)|, R],q < 40%

14



when SNR < 10dB whatever the number of cracks. Otherwise (SNR > 20dB), the
efficacy of the algorithm improves especially for a smaller value of C. Unlike the H.S,
the integrated implementation generally provides better performances very close to the
optimal value (R = 100 %) except for “worst” configurations characterized by a higher
noise (SNR < 10dB) and smaller defects.

The dependence of the reconstruction accuracy on the number of defects and the level of
noise can be estimated from the plots shown in Fig. 7. The results are presented in terms
of ¢ - left column [Figs. 7(a), 7(c), and 7(¢e)| - and of A - right column [Figs. 7(b), 7(d),
and 7(f)] for C =1 - first row |Figs. 7(a) and 7(b)|, C' = 2 - second row |Figs. 7(¢) and
7(d)], and C = Cjer = 3 - third row [Figs. 7(e) and 7(f)]. Both implementations provide
a satisfactory localization (0,4 < 18% and 6,4 < 29 %) and the centers of the cracks
are accurately retrieved when SNR > 15.0dB (6 < 7%).

On the other hand, the dimensioning of the defects turns out to be more difficult and the
performances of the multi-crack strategies get worse. However, for comparison purposes,
it should be noticed that the IS considerably overcomes the HS and the arising error
Al is always lower than 60 %. In particular, A|,4 < 20% when SNR > 15.0dB.
From a computational point of view, once again, the IS turns out to be more effective
than the HS both in terms of convergence rate and time per iteration. As one example,

Figure 8 shows the plot of the required CPU-time for each iteration of a representative

simulation (C'=3 and SNR = 5.0dB).

3.3 Test Case #3 - Dependence of the Reconstruction Accuracy

on the Host Medium Properties (o)

The test case #3 is devoted at evaluating the multi-crack strategies for different config-
urations of the host medium. Towards this end, the electric conductivity oy has been
varied from 0.1[S/m] up to 1.0 [S/m| and the arrangement of the cracks was the same as
shown in figure 5 (Tab. I).

The color-level representations of the reconstruction errors § and A are reported in Figure
9. As expected, since the multi-crack strategies are based on the computation of the

inhomogeneous Green’s function as well as the single-crack IGA, both the I.S and the

15



HS give accurate localizations of the defects, which result in low average values of the
corresponding indexes: (d),¢ = 9.49% and (0),q = 8.15%. Concerning the dependence
on the conductivity of the host medium and on the SNR, the quality of the estimation
of the defects coordinates (z;, y;), i = 1,..,C, C' = 3, enhances as SNR increases and
o decreases. A similar behavior holds true also for the cracks dimensioning as shown in
Figs. 9(¢)-9(d), but the errors significantly grow also on average ((A);¢ = 52.19% vs.
(A) g = T4.73%).

3.4 Test Case #4 - Dependence of the Reconstruction Accuracy

on the Defects Configuration

The last test case is aimed at testing the resolution capabilities of the proposed approaches.
As a matter of fact, a reliable reconstruction process should be able to distinguish adjacent
defects avoiding the incorrect detection of a single crack instead of a multiple geometry.
In order to verify such a feature, the same scenario as for test case #2 (C' = 3) has been
considered, but the defects have been placed closer the ones to the others as indicated in
Tab. IT and shown in Fig. 10.

As expected, the obtained results worsen with respect to those of Sect. 3.2. Figure
11(a) gives the values of the precision-recall index for different signal-to-noise ratios.
The integrated approach turns out to be more efficient than the hierarchical strategy. It
achieves a value of R = 90 % in correspondence with the highest SN R value and R > 70 %
whatever the noise level.

In order to point out the reliability of the IS versus the HS, it is interesting to better
detail the achieved results for a fixed SNR. Let us consider the case of SNR = 10%. In
such a case, the integrated approach always detects a multiple-defect configuration and
the fault percentage [i.e., F] §§=2) = 30 %] is related to a geometry with two cracks. On
the contrary, the probability of estimating one or two cracks is equal for the hierarchical
strategy to F| f;” =13.7% and F| 2052) =46.3% [1 — R = Y. omae F(O)], respectively.
Concerning the reconstruction errors, by comparing the results shown in Figs. 11(b) and
11(c) to those in Figs. 7(e) and 7(f), it is evident the worsening in the localization and

in the estimation of the cracks dimensions. Moreover, the capabilities in localizing and
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dimensioning the defects of the [.5 are almost independent from the noise level.

4 Conclusions

In this work, the problem of detecting and reconstructing multiple defects in a known
host medium has been analyzed. Starting from the inverse scattering equations and by
considering an effective integral formulation based on the definition of the inhomogeneous
Green’s function, the problem in hand has been addressed with a GA-based technique
implemented through two innovative strategies.

The main features of the proposed approach are the following:

e capability to detect multiple as well as single defects;

e capability to reconstruct multiple defects different in shape as well as in dimensions;
e exploitation of the a-priori information and computational saving;

e capability to operate in the presence of dielectric as well as conductive host media;

e robustness to blurred data.

Concerning the methodological novelties of this work, some key-issues should be pointed

out:

e specific formulation of the multi-crack reconstruction problem within the framework

of inverse scattering techniques;

e original implementations of the data processing through innovative architectures

based on GAs;

e definition of customized GA-operators for dealing with heterogeneous and variable-

length chromosomes.

From the numerical experiments carried out on different configurations and scenarios, the

following conclusions can be drawn:
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e the proposed multi-crack approach proved effective providing, in its integrated im-
plementation, both high detection accuracy, good reconstructions, and a satisfactory

robustness;

e the HS showed good results, but in general, they were on average inferior to those
obtained with the integrated algorithm (IS). Such a behavior, although the IS chro-
mosomes could be considered as a subset of the whole set of trial solutions coded
by the HS, seems to be related to a more effective sampling of the solution space in

the limited amount of iterations;

e the /S revealed very good in terms of computational costs offering an acceptable

trade-off between accuracy and convergence rate of the optimization process;

e the multi-crack strategies exhibited good accuracies in dealing with single-defect
geometries and their performances turned out comparable with those of customized

single-defect techniques;

However, although the proposed multi-crack detection technique seems to be a very
promising tool for unsupervised and automatic applications, several improvements for
its industrial implementation are mandatory.

Towards this end, future developments of this work will be oriented in the following

directions:

e developing a procedure that parameterizes the crack by means of more general and

complex descriptors;
e extending the procedure to a three-dimensional scenario;

e describing in an accurate and detailed fashion the overall measurement setup in order

to take into account other sources of noise and inaccuracies in the data collection.
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FIGURE CAPTIONS

e Figure 1. Multi-crack problem geometry (C' = 2).
e Figure 2. Example of a multicrack hybrid coded variable-length chromosome.

e Figure 3. Example of (a) the binary crossover. Generation of trial solutions of the

sub-population Xl; when (b) C; < Cff,;l and when (¢) C; > Cf,;l.

e Figure 4. Test Case #1. Behavior of (a) 0 and (b) A versus SNR when C' =1
and for FGA, IGA, HS, and IS.

e Figure 5. Test Case #2. Reference geometry.

e Figure 6. Test Case #2. Behavior of the precision-recall index R: (a) Hierarchical

Strategy and (b) and Integrated Strategy.

e Figure 7. Test Case #2. Behavior of reconstruction errors versus SN R for different
number of defects. C' = 1: (a) 0 and (b) A; C=2: (¢) d and (d) A; C =3: (e) §
and (f) A.

e Figure 8. CPU times. Comparison among the I.S and the HS when C' = 3 and
SNR =5dB.

e Figure 9. Test Case #3. Behavior of the reconstruction errors versus SNR and
the conductivity of the host medium, oy. Hierarchical Strategy: (a) localization
error 0 and (b) area error A. Integrated Strategy: (c) localization error § and (d)

area error A.
e Figure 10. Test Case #4. Reference geometry.

e Figure 11. Test Case #4. Behavior of the error indexes versus SNR for the HS
and the 1.S: (a) precision-recall index R , (b) localization error ¢, and (c¢) area error

A.
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TABLE CAPTIONS

e Table I. Test Cases #1 and #2 - Positions and sizes of the defects.

e Table II. Test Case #3 - Positions and sizes of the defects.
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Fig. 1 - M. Benedetti et al., “Multicrack Detection in Two-Dimensional ...”
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Zc Yc Ac

A A A2
c=1] 0.102 | 0.102 | 0.04
c=2]| 0.046 |—0.102| 0.01
c=3]—0.102| 0.046 |0.0225
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